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Abstract
We present the formalization of Doob’s martingale conver-
gence theorems in the mathlib library for the Lean theo-
rem prover. These theorems give conditions under which
(sub)martingales converge, almost everywhere or in 𝐿1. In
order to formalize those results, we build a definition of the
conditional expectation in Banach spaces and develop the
theory of stochastic processes, stopping times and martin-
gales. As an application of the convergence theorems, we
also present the formalization of Lévy’s generalized Borel-
Cantelli lemma. This work on martingale theory is one of
the first developments of probability theory in mathlib, and
it builds upon diverse parts of that library such as topology,
analysis and most importantly measure theory.

CCS Concepts: • Mathematics of computing → Proba-
bility and statistics; • Theory of computation→ Logic
and verification.

Keywords: probability, martingale, Lean, formal mathemat-
ics, proof assistant, mathlib
ACM Reference Format:
Kexing Ying and Rémy Degenne. 2023. A Formalization of Doob’s
Martingale Convergence Theorems in mathlib. In Proceedings of
the 12th ACM SIGPLAN International Conference on Certified Pro-
grams and Proofs (CPP ’23), January 16–17, 2023, Boston, MA, USA.
ACM,NewYork, NY, USA, 14 pages. https://doi.org/10.1145/3573105.
3575675

1 Introduction
Martingales are a fundamental object of study in modern
probability theory. First introduced by Lévy in 1934, mar-
tingale theory in the mathematical sense was developed by
Doob in the 1940’s. Today, martingales have formed the foun-
dations of stochastic calculus and have found applications in
economics, finance and statistics among many other fields.
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Informally, a martingale models a series of fair games,
while the related sub/super-martingales model the outcomes
of a series of games biased towards/against the player. The
martingale convergence theorems are powerful result in
martingale theory. Developed by Doob, they show that a
sub/super-martingale converges provided some bounded-
ness condition. It has a wide range of consequences, most
notably the strong law of large numbers, the Radon-Nikodym
theorem and Lévy’s generalized Borel-Cantelli lemma.

We describe our formalization of martingale theory in the
Lean theorem prover and provide the formalization of the
almost everywhere martingale convergence theorem and the
𝐿1 martingale convergence theorem. To achieve this, we use
and develop Lean’s mathematical library mathlib [12]. This
entire project consists of approximately 9200 lines of code, all
of which has been merged into mathlib. The source code for
this project can be found in the mathlib GitHub repository1.
mathlib is a constantly evolving library: this paper discusses
the code as it was at the time of the conference.
As an overview, this project involved the development

and formalization of
• the definitions of conditional expectation, stopping
time, hitting time and martingale;

• theory of uniform integrability and the Vitali conver-
gence theorem;

• the optional stopping theorem/fair game theorem;
• Doob’s maximal inequality;
• the a.e. and 𝐿1 martingale convergence theorems;
• Lévy’s upward theorem;
• Doob’s decomposition theorem;
• the one-sided martingale bound and
• Lévy’s generalized Borel-Cantelli lemma.

A proof of the almost everywhere martingale convergence
theorem has previously been formalized by [18] earlier this
year for the proof of the Dvoretzky’s stochastic approxi-
mation theorem in Coq. However, in contrast to their for-
malization, this project provides a more general framework
to work with probability theory overall. In particular, our
project contains a definition of the conditional expectation
which applies to general Banach space-valued random vari-
ables, and thus, allowing us to define Banach space-valued
martingales instead of only real-valued ones. This generality
is useful and is required for the theory of UMD-spaces (c.f.
1https://github.com/leanprover-community/mathlib
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[8]). Furthermore, this project provides the first formaliza-
tion of the 𝐿1 martingale convergence theorem.
Other than the aforementioned project, [6] defines real-

valued martingales in Isabelle/HOL for the purpose of for-
malizing the Cox-Rubinstein model in financial mathematics.
Similarly, the HOL4 library [16] also formalizes the defini-
tion of the martingale property however, does so without
showing the existence of conditional expectations. These
two libraries do not contain any significant results on mar-
tingales beyond their definition.
More broadly, parts of probability theory have been for-

malized in many systems. Most notably, the Isabelle/HOL
library contains a general formulation of measure-theoretic
probability theory including a proof of the central limit theo-
rem [2], the laws of large numbers [5] and several definitions
central to stochastic processes, e.g. filtration and stopping
time [9]. Similarly, theHOL4 library contains a general frame-
work for probability theory including the formalization of
the laws of large numbers along side results such as the
Borel-Cantelli lemmas and Kolmogorov’s 0-1 law [14]. Parts
of probability theory has also been formalized in Mizar [15]
and Coq [1, 17] focusing on discrete/finite sample spaces.
Probability theory in Lean as with other theories is consoli-
dated in mathlib. Built upon the measure theory part of the
library, mathlib contains probability results ranging from
the strong law of large numbers to parts of the portmanteau
theorem alongside theorems introduced through this project
(see the mathlib overview page2 for more details).

1.1 Martingales and the convergence theorems
Measurable spaces and measures. This work concerns

objects defined in a measure space (Ω,𝒜, `), that is a type
(or set) Ω, a 𝜎-algebra 𝒜 and a measure on that 𝜎-algebra
`. A 𝜎-algebra is a collection of subsets of Ω closed under
complement, countable unions, and countable intersections.
The sets in 𝒜 are called measurable sets. A measure is a
map from𝒜 to R≥0 ∪ {∞} with value zero on the empty set
and which verifies a countable additivity assumption. For
a measure `, there is a standard way to give a value ` (𝑠)
to any subset 𝑠 of Ω, not only the sets in𝒜 (through outer
measures, which we will not define).
We will say that a property 𝑝 : Ω → 𝑃𝑟𝑜𝑝 is true almost

everywhere (a.e.) if ` ({𝜔 | ¬𝑝 (𝜔)}) = 0, and denote this in
mathlib by ∀m 𝜔 𝜕`, p 𝜔 . Similarly, we define almost every-
where equality of functions (or inequalities): f =m[`] gmeans
that 𝑓 and 𝑔 are almost everywhere equal.
A measure ` is said to be finite if Ω has finite measure:

` (Ω) < ∞. It is 𝜎-finite if there is an increasing sequence
of measurable sets (𝑆𝑛)𝑛∈N with finite measure such that⋃

𝑛∈N 𝑆𝑛 = Ω. If ` (Ω) = 1, then ` is said to be a proba-
bility measure. This paper is about objects like stochastic

2https://leanprover-community.github.io/mathlib-overview.html

processes, which are most often used in the context of prob-
ability theory. However none of our results will require that
` is a probability measure. We will try to state results in the
greatest possible generality. Following that principle, many
lemmas will not use any assumption on the measure, while
other will require it to be 𝜎-finite, or even finite. We never
use probability measures because such a strong assumption
is nowhere needed. This approach is very different from the
one of [18] for example, in which one of the design choice
of the probability library is to only consider probability mea-
sures.

Random variables and spaces of functions. A random
variable 𝑓 : Ω → 𝐸 is a function from Ω to another space 𝐸.
In most places, we will suppose that 𝐸 is a Banach space (com-
plete real normed vector space), because that assumption
allows us to define a notion of integral called the Bochner
integral, which will be the main theory of integration we
use in this paper.

mathlib contains several notions of measurability, and we
now explain the ones which are most relevant to our work:
strongy_measurable and ae_strongly_measurable. A simple
function is defined as a piecewise constant function taking
finitely many values, such that the preimage of each value
is a measurable set. We denote the set of such functions by
S(𝐸,𝒜). A function is said to be strongly measurable if it
is the limit of a sequence of simple functions. It is said to
be a.e. strongly measurable if it is a.e. equal to a strongly
measurable function.
In second-countable metrizable spaces with the Borel 𝜎-

algebra, “strongly measurable” and the more commonly used
“measurable” are equivalent, hence a reader accustomed to
that second notion who would be mostly interested in appli-
cations to spaces like R𝑑 can safely ignore the difference.
We denote by 𝐿0 (𝐸, `) the space of a.e. strongly measur-

able functions, quotiented by the a.e. equal relation. The
objects of that space are rigorously speaking classes of func-
tions, but we still use the word function. For 𝑝 ≥ 1, we denote
by 𝐿𝑝 (𝐸, `) the subset of 𝐿0 (𝐸, `) containing the functions
whose norm raised to the power 𝑝 has finite Lebesgue inte-
gral (denoted by

∫ −), that is

𝐿𝑝 (𝐸, `) =
{
𝑓 ∈ 𝐿0 (𝐸, `) |

∫ −

𝑥

∥ 𝑓 (𝑥)∥𝑝𝑑` (𝑥) < ∞
}
.

The functions in 𝐿1 (𝐸, `) are said to be integrable. On this
𝐿1 space the Bochner integral is well defined and we can
talk about the integral of 𝑓 ,

∫
𝑥
𝑓 (𝑥)𝑑` (𝑥), for which we also

introduce the notation ` [𝑓 ] in Lean. When ` is a probability
measure, this integral is also called expectation of 𝑓 .

Stochastic processes, filtrations and martingales. A
stochastic process (𝑓𝑖 )𝑖∈] is an ]-indexed family of random
variables, where the index set is ordered and usually repre-
sents time. Most often ] = N or ] = R≥0.

https://leanprover-community.github.io/mathlib-overview.html


A Formalization of Doob’s Martingale Convergence Theorems in mathlib CPP ’23, January 16–17, 2023, Boston, MA, USA

Let us consider a simple example of a stochastic process:
the amount of money of a player who bets on coin flips. At
time 𝑡 ∈ N, a coin is flipped and the player gains 1 if the result
of the flip is heads, and loses 1 if it is tails. The amount of
money of the player over time is a stochastic process (𝑓𝑛)𝑛∈N,
where each 𝑓𝑛 is a real random variable Ω → R.

A filtration (ℱ𝑖 )𝑖∈] is a non-decreasing sequence of sub-
𝜎-algebras, and often represents information available up to
some time. In our coin flip example, let 𝑋𝑖 be the random
variable describing the coin flip at time 𝑖 , and let 𝜎 (𝑋𝑖 ) be
the 𝜎-algebra generated by 𝑋𝑖 . We can consider the filtration
defined byℱ𝑖 = ℱ𝑖−1∨𝜎 (𝑋𝑖 ) (i.e. the smallest 𝜎-algebra gen-
erated by ℱ𝑖−1 and 𝑋𝑖 ) with ℱ0 the trivial 𝜎-algebra, which
encodes the observations available after flip 𝑖 . A stochastic
process is said to be adapted to a filtration if for all 𝑖 ∈ ], 𝑓𝑖 is
ℱ𝑖-strongly measurable (strongly measurable with respect
to the 𝜎-algebra ℱ𝑖 ). Intuitively, the capital of the player
after 𝑖 coin flips can be computed from the knowledge of all
the results up to time 𝑖 .
While the expectation ` [𝑓𝑛] for a probability measure `

can be interpreted as the expected value of 𝑓𝑛 , which equals
the initial capital 𝑓0 in our example for fair coins since we
expect heads and tails to happen equally often; the condi-
tional expectation ` [𝑓𝑛 | ℱ𝑖 ] is the value of 𝑓𝑛 we expect
once we have seen the 𝑖 first coin tosses. If the coins are fair,
the process describing the amount of money of the player
verifies ` [𝑓𝑛 | ℱ𝑖 ] = 𝑓𝑖 almost everywhere for all 𝑖 ≤ 𝑛: such
a process is called a martingale.

The martingale convergence theorems. The two mar-
tingale convergence theorems we formalize give conditions
under which a (sub)martingale (𝑓𝑛)𝑛∈N has a limit function 𝑓

as 𝑛 tends to infinity. The first one gives almost everywhere
convergence to that limit.

Theorem (Almost everywheremartingale convergence). Given
a submartingale (𝑓𝑛)𝑛∈N adapted to the filtration (ℱ𝑛)𝑛∈N, if
there exists some 𝑅 ∈ R such that ∥ 𝑓𝑛 ∥1 :=

∫
|𝑓𝑛 | ≤ 𝑅 for all

𝑛 ∈ N, then there exists some
∨

𝑛∈Nℱ𝑛-measurable function
𝑓 which is integrable such that 𝑓𝑛

a.e.−−→ 𝑓 .
We will for shorthand denote

∨
𝑛∈Nℱ𝑛 by ℱ∞.

The second result we prove characterizes the 𝐿1 conver-
gence of martingales.

Theorem (𝐿1 martingale convergence). Given (𝑓𝑛)𝑛∈N a
martingale adapted to the filtration (ℱ𝑛)𝑛∈N, the following
are equivalent:

(i) (𝑓𝑛) is uniformly integrable (in the probability sense);
(ii) (𝑓𝑛) converges in 𝐿1 to someℱ∞-measurable, integrable

function 𝑓 ;
(iii) there exists some ℱ∞-measurable and integrable 𝑓 such

that for all 𝑛 ∈ N, ` [𝑓 | ℱ𝑛] = 𝑓𝑛 a.e. .

Those two theorems are at the core of the study of martin-
gales, which are themselves very versatile tools in probability

theory. They can for example be used as in [19] to prove Kol-
mogorov’s 0-1 law, the strong law of large numbers or the
generalized Borel-Cantelli lemma.

1.2 Lean and mathlib
All the code produced for this paper was contributed to
mathlib [12]: the mathematical library for the Lean theorem
prover [13]. This library contains formalized definitions and
theorems from many domains of mathematics, in a way
that ensures that all those definitions are usable together
without compatibility issues. We will see in the section on
the definition of the conditional expectation that this feature
was essential to our work. Probability theory is built on a
large corpus of results in analysis, topology, descriptive set
theory and measure theory, and its formalization beyond
discrete spaces requires a library which is well developed in
all those areas.
New code submitted to mathlib goes through a review

process supervised by the mathlib maintainers, helped by
automatic checks (for example checking for unused argu-
ments in theorems) as described in [4]. Ensuring that the
new code is compatible with and general enough to be used
by other parts of the library is a central part of that review
process.
Our paper can be understood without prior knowledge

of Lean syntax, especially since it contains only Lean state-
ments and no proofs. These statements however contain
three distinct types of parameters, which we now explain on
an example. In the remainder of the paper we assume that
a measure space (Ω,𝒜, `) is given, as well as an index set ]
and a Banach space 𝐸 for the values of the random processes.
To obtain the same effect as that sentence in Lean, we would
add the following line at the top of the file:

variables {Ω ] E : Type∗} {𝒜 : measurable_space Ω}
{` : measure Ω} [normed_add_comm_group E]
[normed_space R E] [complete_space E]

Then those parameters don’t need to be given to every lemma
and definition, and we will also not add them to the Lean
code wewrite below. The parameters enclosed in curly brack-
ets like {` : measure Ω} are implicit. Lean is supposed to infer
them from other hypotheses: the measure will appear in
other hypotheses of the theorems and Lean should guess it
from there. An explicit parameter would be given in paren-
theses, for example (` : measure Ω), and the user would have
to provide it when they want to apply the theorem. In the
above variables definition, we also see [complete_space E],
which is an instance parameter: Lean uses typeclass reso-
lution to deduce those parameters from the definition of 𝐸
and other instances in the hypotheses. If for example 𝐸 = R,
we won’t need to supply a proof that R is complete, since
typeclass resolution can build it automatically. For a detailed
discussion of instance parameters in mathlib, see [3].
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2 Stopping times and martingales:
definitions

In order to prove the martingale convergence theorems, we
first need to formalize the objects they use, namely con-
ditional expectations, uniform integrability, stochastic pro-
cesses, stopping times and martingales. This section is dedi-
cated to our development of these basic objects of probability
theory.

2.1 Conditional expectation
The definition of martingales requires a notion of conditional
expectation, which is a fundamental tool in probability.

Definition 2.1. Let (Ω,𝒜, `) be a measure space and letℬ
be a sub-𝜎-algebra of 𝒜. Let 𝐸 be a Banach space (complete
normed vector space) and 𝑓 : Ω → 𝐸 be an integrable
function (with respect to `). Then a function 𝑔 : Ω → 𝐸

is said to be a conditional expectation of 𝑓 with respect to
ℬ if it is integrable,ℬ-strongly measurable and for allℬ-
measurable sets 𝑠 ,∫

𝑥 ∈𝑠
𝑔(𝑥)𝑑` (𝑥) =

∫
𝑥 ∈𝑠

𝑓 (𝑥)𝑑` (𝑥) .

If the measure ` restricted to the 𝜎-algebraℬ is 𝜎-finite,
then there exists a conditional expectation and it is unique
up to almost everywhere equality.

Our formalization broadly follows the procedure described
in [8] and leads to a definition with the following type.
def condexp (ℬ : measurable_space Ω)
{𝒜 : measurable_space Ω}
(` : measure Ω) (f : Ω→ E) : Ω→ E :=
if hm : ℬ ≤ 𝒜

then if h : sigma_finite (`.trim hm) ∧ integrable f `

then if strongly_measurable[ℬ] f then f
else (@ae_strongly_measurable′_condexp_L1 _ _ _ _ _ℬ
𝒜 ` hm h.1 _).mk (@condexp_L1 _ _ _ _ _ _ _ hm ` h.1 f)

else 0
else 0

We will always try to make the use of the library as close
as possible to paper proofs, and to that purpose we define a
notation `[f | ℬ] for condexpℬ ` f.
notation ` ‵[‵ f ‵|‵ ℬ ‵]‵ := measure_theory.condexpℬ ` f

Let us parse the definition. Ω is a measurable space with 𝜎-
algebra 𝒜 on which we have a measure ` and 𝐸 is a Banach
space. Thenℬ is the 𝜎-algebra with respect to which we are
computing the conditional expectation and 𝑓 is the function
we are computing it for. What we obtain is a function Ω → 𝐸.

In contrast to definition 2.1, the Lean definition does not
require ℬ to be a sub-𝜎-algebra of 𝒜, nor does it require 𝑓
to be integrable or the measure to be 𝜎-finite on ℬ. Instead,
we define ` [𝑓 | ℬ] as 0 if those conditions are not verified.
Our function condexp is then a true conditional expectation
only under additional assumptions, but defining it this way
allows us to write ` [𝑓 | ℬ] without having to add to that

notation proofs of the three required properties. Defining
such global functions with default values is a common strat-
egy in theorem provers to make the definitions easier to use.
Of course the hypotheses we omitted are then required for
most lemmas describing the properties of condexp.

The condexp_L1 auxiliary function is the result of the con-
struction detailed in the next section. We also check whether
𝑓 is ℬ-strongly measurable: in that case, any ℬ-strongly
measurable function a.e. equal to 𝑓 is a conditional expecta-
tion, and condexp_L1 will be one of those, but we choose to
enforce everywhere equality instead of a.e. equality to ease
the use of the function. Indeed, while the properties of the
conditional expectation we will be interested in are invariant
to a.e. equality and thus the choice of a particular function
changes nothing mathematically, having exact equality to
𝑓 in the strongly measurable case makes it easier to replace
` [𝑓 |ℬ] by 𝑓 in the code.
Among the many properties of condexp, we most notably

prove the equality of integrals which characterizes condi-
tional expectations:
theorem set_integral_condexp (hB : ℬ ≤ 𝒜)
[sigma_finite (`.trim hB)] (hf : integrable f `)
(hs : measurable_set[ℬ] s) :∫
x in s, `[f | ℬ] x 𝜕` =

∫
x in s, f x 𝜕`

This proves that `[f | ℬ] is indeed the conditional expecta-
tion of 𝑓 . The generality in which we define the conditional
expectation is close to the greatest possible one: the only
condition which is more relaxed in [8] compared to our im-
plementation is the integrability. We require the function f

to be integrable to have a non-zero `[f |ℬ], while [8] define
a meaningful conditional expectation for the larger class of
𝜎-integrable functions, which means that there is an increas-
ing sequence of sets with union equal to the whole space
such that the function is integrable on each individual set.
𝜎-integrability is not defined in mathlib and we chose not
to add it since it is rarely used in the literature.

Defining the conditional expectation for Banach space and
𝜎-finite measure can be useful in other fields than probability,
for example in harmonic analysis where the measure is often
the Lebesgue measure, which is not finite.

Construction of the conditional expectation. Themain
goal of our construction is to obtain the conditional expecta-
tion as a continuous linear map from 𝐿1 (𝐸, `) to itself. The
final definition is then obtained from that map by wrapping
it in a few if...then...else checks as explained above.

The first step in that construction is to define a conditional
expectation for indicators of measurable sets with finite mea-
sure. An indicator of a measurable set with finite measure is
a function in 𝐿2 (𝐸, `), so we can focus on those. We want the
conditional expectation to be aℬ-strongly measurable func-
tion, and those functions form a linear subspace of 𝐿2 (𝐸, `).
We can then obtain a conditional expectation for any func-
tion in 𝐿2 (𝐸, `) by projecting orthogonally on the subspace
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ofℬ-strongly measurable functions. The existence of such
an orthogonal projection, the linearity properties and the
fact that the projection verifies the conditional expectation
characterization are all consequences of properties of projec-
tions in inner product spaces which were already available in
the analysis part of mathlib and directly applicable. The na-
ture of mathlib as a monolithic library containing all kinds of
mathematical domains made the following quick definition
possible:

def condexp_L2 (hm :ℬ ≤ 𝒜) :
(Ω→2[`] E) →L[R] (Lp_meas E Rℬ 2 `) :=
@orthogonal_projection R (Ω→2[`] E) _ _
(Lp_meas E Rℬ 2 `)
(by { haveI : fact (ℬ ≤ 𝒜) := ⟨hm⟩, apply_instance, })

That condexp_L2 is a linear map from 𝐿2 (𝐸, `) (denoted by
Ω→2[`] E) to the type Lp_meas E Rℬ 2 `, which is the sub-
space of 𝐿2 (𝐸, `) which contains a.e.ℬ-strongly measurable
functions. It is defined by using orthogonal_projection. The
last argument is a proof that the subspace is complete: that
proof first makes the fact that ℬ is a sub-𝜎-algebra of 𝒜
available to the type class resolution mechanism, then calls
the apply_instance tactic, which uses that mechanism to
generate a proof.

We now explain how we can extend that definition which
works in particular for indicators of measurable sets with
finite measure, to obtain a linear map from 𝐿1 (𝐸, `) to itself,
which will give us the full conditional expectation.

Let 𝐸 be a normed real vector space and 𝐺 be a Banach
space. Let (Ω,𝒜, `) be a measure space. Suppose that we
have a map 𝑇 from the subsets of Ω to the continuous linear
maps from 𝐸 to 𝐺 which verifies the following properties:

1. for any two disjoint measurable sets with finite mea-
sure 𝑠, 𝑡 , 𝑇 (𝑠 ∪ 𝑡) = 𝑇 (𝑠) +𝑇 (𝑡),

2. there exists 𝐶 ≥ 0 such that for any measurable set 𝑠
with finite measure, ∥𝑇 (𝑠)∥ ≤ 𝐶` (𝑠).

Thenwe can define a continuous linearmap𝑇 𝐿1 from𝐿1 (𝐸, `)
to 𝐺 , such that for all measurable sets with finite measure 𝑠
and all 𝑥 ∈ 𝐸, 𝑇 𝐿1 applied to the indicator of the set 𝑠 with
value 𝑥 is equal to 𝑇 (𝑠, 𝑥).

The extension process is done in several successive phases.
First, the function can naturally be defined on indicators of
measurable sets with finite measure by 𝑇 (𝑠, 𝑥). Then thanks
to the linearity property of𝑇 it can be extended to integrable
simple functions in S(𝐸,𝒜), which are linear combinations
of such indicators. It can then be extended to functions which
are almost everywhere equal to an integrable simple function
𝑓𝑠 by taking the value of 𝑇 on 𝑓𝑠 . The second property of 𝑇
(dominated norm) is used to prove that the resulting map
from a.e. classes of integrable simple functions to 𝐺 is a
continuous linear map. Since that map is continuous, we
can give a unique value to functions which are a.e. limits of
sequences of integrable simple functions. Those are the a.e.

strongly measurable and integrable functions, e.g. functions
in 𝐿1 (𝐸, `), to which we can then finally extend our map.

This extension process is added to mathlib and is used for
two applications:

• For𝑇 (𝑠, 𝑥) the conditional expectation of the indicator
of set 𝑠 with value 𝑥 , with value in 𝐺 = 𝐿1 (𝐸, `), we
get for 𝑇 𝐿1 the conditional expectation of a function
in 𝐿1 (𝐸, `), as a linear map from 𝐿1 (𝐸, `) to 𝐿1 (𝐸, `).

• For 𝑇 (𝑠, 𝑥) = ` (𝑠) · 𝑥 with value in 𝐺 = 𝐸, 𝑇 𝐿1 maps a
function in 𝐿1 (𝐸, `) to its Bochner integral.

A special case of the extension process was previously im-
plemented for the definition of the Bochner integral, but we
refactored the library to isolate this general construction
and apply it to both the definition of the integral and the
conditional expectation.

With this refactor we were able to reuse many proofs first
written for integrals, up to appropriate generalization, and
obtain relatively quickly the corresponding properties for
condexp. Like many parts of mathlib, the integration files
were subject to frequent changes in the last year and the
integral was slightly altered or generalized several times to
allow an easier use in other parts of the library. See [7] for
an overview of the other recent integral refactors.

2.2 Uniform integrability
We now define uniform integrability, which will feature in
the 𝐿1 convergence theorem. In the literature, there are two
non-equivalent formulations of uniform integrability used
by analysts and probabilists respectively.

Definition 2.2 (Uniform integrability, analyst’s definition).
A sequence of functions (𝑓𝑛) ⊆ 𝐿1 (𝐸, `) is said to be uni-
formly integrable if for all 𝜖 > 0, there exists some 𝛿 > 0
such that for all 𝐴 ∈ 𝒜 with ` (𝐴) < 𝛿 , we have for all 𝑛,

∥ 𝑓𝑛1𝐴∥1 < 𝜖.

Where we recall ∥ 𝑓 ∥1 =
∫
𝑥
∥ 𝑓 (𝑥)∥𝑑` (𝑥).

More generally, for 𝑝 ≥ 1 we define the norm ∥ 𝑓 ∥𝑝 =

(
∫
𝑥
∥ 𝑓 (𝑥)∥𝑝𝑑` (𝑥))1/𝑝 on 𝐿𝑝 (𝐸, `). We say that a sequence of

𝐿𝑝 (𝐸, `) functions is said to converge in 𝐿𝑝 if it converges
with respect to the topology induced by this norm.

Definition 2.3 (Uniform integrability, probabilist’s defini-
tion). A sequence of functions (𝑓𝑛) ⊆ 𝐿1 (𝐸, `) is said to be
uniformly integrable if

lim
𝐶→∞

sup
𝑛

∥ 𝑓𝑛1{ |𝑓𝑛 | ≥𝐶 }∥1 = 0.

Uniform integrability establishes a relation between con-
vergence in measure and convergence in 𝐿𝑝 known as the
Vitali convergence theorem. This is the main result required
to prove the 𝐿1 martingale convergence theorem.

Theorem 2.4 (Vitali convergence theorem). A sequence of
functions (𝑓𝑛) ⊆ 𝐿𝑝 (𝐸, `) converges in 𝐿𝑝 if and only if (𝑓𝑛)
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converges in measure and ( |𝑓𝑛 |𝑝 ) is uniformly integrable in
the analyst’s sense.

The Vitali convergence theorem also holds for uniform
integrability in the probabilist’s sense as the probabilist’s
definition is strictly stronger than the analyst’s definition.
This is made clear by the following proposition.

Proposition 2.5. If ` is a finitemeasure, then (𝑓𝑛) ⊆ 𝐿1 (𝐸, `)
is uniformly integrable in the probabilist’s sense if and only if
it is uniformly bounded in 𝐿1 and is uniformly integrable in
the analyst’s sense.

Hence, it is equivalent to define probabilist’s uniform in-
tegrability with the characterization of proposition 2.5. This
alternative characterization has the advantage of directly
relating the two definitions and so, allowing us to only make
one set of API without needing too many translation lemmas.

In Lean, these two definitions are formulated as,
def unif_integrable {𝒜 : measurable_space α}
(f : ] → α → β) (p : R≥0∞) (` : measure α) :=

∀ (Y : R) (hY : 0 < Y), ∃ (δ : R) (hδ : 0 < δ),
∀ i s, measurable_set s→ ` s ≤ ennreal.of_real δ→
snorm (s.indicator (f i)) p ` ≤ ennreal.of_real Y

def uniform_integrable {𝒜 : measurable_space α}
(f : ] → α → β) (p : R≥0∞) (` : measure α) :=
(∀ i, ae_strongly_measurable (f i))
∧ unif_integrable f p `

∧ ∃ C : R≥0, ∀ i, snorm (f i) p ` ≤ C

for the analyst’s and probabilist’s definition respectively
where snorm f p ` is the function evaluating to ∥ 𝑓 ∥𝑝 for some
suitable 𝑓 with respect to the measure `.

We note that the Lean formulation of both definitions has
an extra parameter p : R≥0∞ for which our original definition
is recovered if 𝑝 = 1. This allows us to talk about uniform
integrability in the case (𝑓𝑛) is not necessarily 𝐿1. In the case
that the measure ` is finite, by Hölder’s inequality, we have
p ≤ q →
uniform_integrable f q ` → uniform_integrable f p `

To recover the original definition of uniform integrability
in the probabilist’s sense, we proved the following:
lemma uniform_integrable_iff
[is_finite_measure `] (hp : 1 ≤ p) (hp′ : p ≠∞) :
uniform_integrable f p `

↔ (∀ i, ae_strongly_measurable (f i))
∧ ∀ Y : R, 0 < Y → ∃ C : R≥0,
∀ i, snorm ({x | C ≤ ∥f i x∥+}.indicator (f i)) p `

≤ ennreal.of_real Y

where ∥x∥+ denotes the non-negative real valued norm of
any suitable 𝑥 .
As we included the extra parameter p in our formaliza-

tion of uniform integrability, in contrast to the formulation
of the Vitali convergence theorem above, we do not need
to say “( |𝑓𝑛 |𝑝 ) is uniformly integrable” but simply “(𝑓𝑛) is

𝑝-uniformly integrable” resulting in the following formaliza-
tion of the Vitali convergence theorem,

lemma tendsto_in_measure_iff_tendsto_Lp
[is_finite_measure `] (hp : 1 ≤ p) (hp′ : p ≠∞)
(hf : ∀ n, mem_Lp (f n) p `) (hg : mem_Lp g p `) :
tendsto_in_measure ` f at_top g
∧ unif_integrable f p `

↔ tendsto (λ n, snorm (f n − g) p `) at_top (N 0)

with tendsto_in_measure ` f at_top g being the formaliza-
tion of “(𝑓𝑛) converges in measure along ` to 𝑔 as 𝑛 →
∞”, tendsto (λ n, snorm (f n − g) p `) at_top (N 0) the formal-
ization of “∥ 𝑓𝑛 −𝑔∥𝑝 converges to 0 as 𝑛 → ∞”, and mem_Lp

g p ` the assertion that 𝑔 is a.e.-measurable and ∥𝑔∥𝑝 < ∞.
Our first implementation of uniform integrability in the

probability sense required that the functions are strongly
measurable instead of a.e. strongly measurable. The initial
consensus among interested mathlib community members
was that the probability part of the library could focus solely
on functionswhich are stronglymeasurable, and did not need
to use the a.e. strongly measurable notion. However, later
work on the 𝐿𝑝 -version of the strong law of large numbers
(SLLN) indicated that this definition of uniform integrable is
too strong.

The a.e.-version of the SLLN states that, given a sequence
of independent and identically distributed (i.i.d.) random vari-
ables (𝑓𝑛)𝑛∈N with ∥ 𝑓0∥1 < ∞, 𝑆𝑛 := 1

𝑛

∑𝑛
𝑖=1 𝑓𝑛 converges to

` [𝑓0] almost everywhere. Hence, as a sequence of identically
distributed random variables is uniformly integrable, and as
the averaging of a uniformly integrable sequence is also uni-
formly integrable, the 𝐿𝑝 -version of the SLLN follows by the
Vitali convergence theorem, i.e. for i.i.d. random variables
(𝑓𝑛)𝑛∈N with ∥ 𝑓0∥𝑝 < ∞, 𝑆𝑛 converges to ` [𝑓0] in 𝐿𝑝 .
In the outlined proof above, we use the following lemma.

lemma uniform_integrable_of_ident_distrib {f : ] → α → E}
{j : ]} {p : R≥0∞} (hp : 1 ≤ p) (hp′ : p ≠∞)
(hLp : mem_Lp (f j) p `)
(hf : ∀ i, ident_distrib (f i) (f j) ` `) :
uniform_integrable f p `

We note that, in the case uniform integrability only requires
a.e. strongly measurability, the above assumptions are suf-
ficient. Indeed, as we have asserted that 𝑓𝑗 is 𝐿𝑝 , 𝑓𝑗 is a.e.
strongly measurable by the definition of mem_Lp. Hence, by
the properties of identically distributed functions, 𝑓𝑖 is also
a.e. strongly measurable for all 𝑖 ∈ ]. In contrast, should uni-
form integrability require strongly measurable, as a function
identically distributed with a strongly measurable functions
is not automatically strongly measurable, we will in addition
require 𝑓𝑖 to be strongly measurable for all 𝑖 rather than only
imposing measurability of 𝑓𝑗 .
In essence, we are manipulating properties of 𝐿𝑝 classes

and any predicate 𝑃 on them should apply to all elements of
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said class; i.e. 𝑃 should factor through the following triangle:

L𝑝 :=
{
𝑓 a.e. measuable | ∥ 𝑓 ∥𝑝 < ∞

}
Prop

𝐿𝑝 := L𝑝/a.e. equality

𝑃

𝑄
𝑃

with 𝑄 being the quotient map. With this in mind, we will
allow a.e. strongly measurable functions in our discourse.

2.3 Stochastic processes
A stochastic process is a sequence of random variables evolv-
ing in time. While this project mostly deals with discrete
time processes, we will in general not to be too restrictive
on the time indices while making definitions, e.g. we will
allow the time index to be an arbitrary set equipped with
some ordering in most cases.

Given a measurable space (Ω,𝒜), a filtration on this mea-
surable space is a sequence of increasing sub-𝜎-algebras of
𝒜: (ℱ𝑖 )𝑖∈] with some time index set ] (most commonly N or
R≥0).
structure filtration {Ω : Type∗} (] : Type∗) [preorder ]]
(𝒜 : measurable_space Ω) :=
(seq : ] → measurable_space Ω)
(mono′ : monotone seq)
(le′ : ∀ i : ], seq i ≤ 𝒜)

In Lean, we define filtrations as a structure and prove that it
forms a complete lattice with respect to the order inherited
from the order on 𝜎-algebras.
instance : complete_lattice (filtration ] 𝒜)

With this, given a filtration (ℱ𝑖 )𝑖∈] and a stochastic process
(𝑓𝑖 )𝑖∈] , we say (𝑓𝑖 ) is adapted to (ℱ𝑖 ) if 𝑓𝑖 is ℱ𝑖-strongly
measurable for all 𝑖 ∈ 𝐼 .
def adapted (ℱ : filtration ] 𝒜) (f : ] → Ω → β) : Prop :=
∀ i : ], strongly_measurable[ℱ i] (f i)

In stochastic processes, it is useful to be able to talk about
not just deterministic times but also random times as well.
To achieve this we introduce the notion of stopping times.
Stopping times are a useful definition to characterize the
times at which a process exhibits some given special property.
To prove the martingale convergence theorems, we develop
a theory of stopping times in Lean and define an important
class of stopping time known as hitting time3.

Given some ]-indexed filtration (ℱ𝑖 )𝑖∈] , we say a function
𝜏 : Ω → ] is a stopping time if for all 𝑖 ∈ ], {𝜏 ≤ 𝑖} is
ℱ𝑖 -measurable.
def is_stopping_time [preorder ]] (ℱ : filtration ] 𝒜)
(𝜏 : Ω→ ]) :=

∀ i : ], measurable_set[ℱ i] {𝜔 | 𝜏 𝜔 ≤ i}

3While hitting times are not in general stopping times, they are in the case
that the time index is discrete which is the setting we are working under.

Given some 𝐸-valued process (𝑓𝑛)𝑛∈N and a set 𝐴 ⊆ 𝐸,
the hitting time is thought of as the first time (𝑓𝑛) enters 𝐴.
Namely, it is defined to be

𝐻 𝑓 (𝐴) : Ω → N ∪ {∞} : 𝜔 ↦→ inf{𝑛 | 𝑓𝑛 (𝜔) ∈ 𝐴}

where we define inf ∅ = ∞. Given this definition, it is impor-
tant in our proof of the martingale convergence theorems
that whenever {𝑛 | 𝑓𝑛 (𝜔) ∈ 𝐴} ≠ ∅ we observe

1. 𝑓𝐻 𝑓 (𝐴) ∈ 𝐴 and,
2. ∀𝑛 < 𝐻 𝑓 (𝐴), 𝑓𝑛 ∉ 𝐴.

In particular, taking the stopped process defined by 𝑁 ∈
N ↦→ 𝑓𝐻 𝑓 (𝐴)∧𝑁 where 𝑁 ∧∞ = 𝑁 , we have 𝑓𝐻 𝑓 (𝐴) ∈ 𝐴 and
for all 𝑛 < 𝐻 𝑓 (𝐴), 𝑓𝑛 ∉ 𝐴 if 𝐻 𝑓 (𝐴) < 𝑁 . This is however
not possible in a typed system such as Lean since 𝑓𝐻 𝑓 (𝐴)
does not type check as (𝑓𝑛) is indexed byNwhile𝐻 𝑓 (𝐴) has
type N ∪ {∞} (in contrast to on paper where we prove the
definition is well-defined after the fact by showing𝑁∧∞ ∈ N
for all 𝑁 ∈ N). Thus, an alternative formulation of the hitting
time is required.
A naïve approach is to directly take the range of 𝐻 𝑓 (𝐴)

to be N where inf ∅ is defined to be some natural number
𝑛 (in Lean 𝑛 is taken to be 0). This approach however, does
not allow us to reobtain the two properties required for the
martingale convergence theorem since for𝑁 > 𝑛, inf ∅∧𝑁 =

𝑛 < 𝑁 and hence, is not suitable for our purpose.
Instead, we would like to incorporate the stopped process

notion into our definition of the hitting time. Namely, by
introducing an ending time 𝑁 , we define the hitting time to
be the first time (𝑓𝑛) enters𝐴 before time 𝑁 . Furthermore, in
order for our definition to also work in the case that the time
index is unbounded from below, it is also useful to introduce
a starting time, resulting in the following definition
def hitting [preorder ]] [has_Inf ]]
(f : ] → α → β) (s : set β) (n m : ]) : α → ] :=
λ x, if ∃ j ∈ set.Icc n m, f j x ∈ s then
Inf (set.Icc n m ∩ {i : ] | f i x ∈ s}) else m

where set.Icc n m denotes the closed interval [𝑛,𝑚]. We in-
troduce th notation 𝐻

𝑓

𝑁 ,𝑀
(𝐴) for the hitting time of 𝑓 in 𝐴

with starting time 𝑁 and ending time𝑀 .
The lemma that discrete hitting times are stopping times

is formalized as
lemma hitting_is_stopping_time
[topological_space β] [pseudo_metrizable_space β]
[measurable_space β] [borel_space β]
{f : filtration N𝒜} {u : N→ Ω→ β} {s : set β} {n n′ : N}
(hu : adapted f u) (hs : measurable_set s) :
is_stopping_time f (hitting u s n n′)

2.4 Martingales
Definition 2.6 ([8], definition 3.1.1). A family of integrable
functions (𝑓𝑖 )𝑖∈] with values in a Banach space 𝐸 is called a
martingale with respect to a 𝜎-finite filtration (ℱ𝑖 )𝑖∈] if it is
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adapted to (ℱ𝑖 ) and for all 𝑖, 𝑗 ∈ ] with 𝑖 ≤ 𝑗 , ` [𝑓𝑗 | ℱ𝑖 ] = 𝑓𝑖
almost everywhere.

If there is an order ≤ defined on 𝐸, then we can also define
submartingales and supermartingales, with the same defini-
tion except that the equality of the conditional expectation is
replaced respectively by ` [𝑓𝑗 | ℱ𝑖 ] ≥ 𝑓𝑖 and ` [𝑓𝑗 | ℱ𝑖 ] ≤ 𝑓𝑖 .
Martingales are both submartingales and supermartingales.
Our Lean definition of a martingale is
def martingale [preorder ]] (f : ] → Ω → E)
(ℱ : filtration ] 𝒜) (` : measure Ω) : Prop :=
adaptedℱ f ∧ ∀ i j, i ≤ j → `[f j |ℱ i] =m[`] f i

submartingale and supermartingale are defined similarly,
under the additional hypothesis [has_le E] which requires
that 𝐸 has an order.
This definition inherits the generality of the conditional

expectation construction: 𝐸 is any Banach space. The index
set can also be any preorder, which covers in particular the
two usual cases of discrete and continuous time indexes (N
and R). The function sequence (𝑓𝑖 ) is not required to contain
integrable functions (in contrast to Definition 2.6), but if 𝑓𝑗
is not integrable then ` [𝑓𝑗 |ℱ𝑖 ] = 0 (by definition) and the se-
quence has to be zero for all 𝑖 ≤ 𝑗 . Similarly to the definition
of the conditional expectation, the martingale property is
defined more generally than for integrable functions for us-
ability reasons, but will of course have interesting properties
only for integrable functions.
An important example is the martingale generated by a

function 𝑓 , defined by (` [𝑓 | ℱ𝑖 ])𝑖∈] . A consequence of the
𝐿1 martingale convergence theorem is that any real uni-
formly integrable martingale indexed by N is of that form
for some function 𝑓 , as we will see in the following sections.

3 Martingale convergence theorems
We will in this section describe our formalization of the
almost everywhere and the 𝐿1 martingale convergence the-
orems.

In the remainder of the paper, the time index for stochastic
processes will be N and these processes will be real-valued
(although a few results are stated for more general indexes),
since Doob’s convergence theorems are results about such
processes. The hypotheses of the theorems also use the term
measurable instead of the strongly_measurable property ex-
plained in the introduction, but these two notions coincide
for real valued random variables.

3.1 The almost everywhere martingale convergence
theorem

We recall the statement of the almost everywhere martingale
convergence theorem as mentioned in the introduction.

Theorem 3.1 (Almost everywhere martingale convergence).
Given a submartingale (𝑓𝑛)𝑛∈N adapted to the filtration (ℱ𝑛)𝑛∈N,
if there exists some 𝑅 ∈ R such that ∥ 𝑓𝑛 ∥1 ≤ 𝑅 for all 𝑛 ∈ N,

then there exists some
∨

𝑛∈Nℱ𝑛-measurable function 𝑓 which
is integrable such that 𝑓𝑛

a.e.−−→ 𝑓 .
We will for shorthand denote

∨
𝑛∈Nℱ𝑛 by ℱ∞.

The proof of the theorem relies on the following crucial
observation on the convergence of real sequences. Namely,
a real sequence (𝑥𝑛) converges if and only if

(a) ( |𝑥𝑛 |) is bounded above;
(b) and for all 𝑎 < 𝑏 ∈ Q, (𝑥𝑛) does not visit below 𝑎 and

above 𝑏 infinitely often.
Thus, for a submartingale (𝑓𝑛) satisfying the assumptions
of the theorem, it suffices to show that (𝑓𝑛) satisfies the
conditions (a) and (b) almost everywhere. To show this, we
will introduce Doob’s upcrossing estimate which provides a
bound on the expected number of times (𝑓𝑛) can cross from
below 𝑎 to above 𝑏.

3.2 Doob’s upcrossing estimate
Given real values 𝑎 < 𝑏, we would like to define a notion of
“upcrossings” of (𝑓𝑛) across the band [𝑎, 𝑏] which counts the
number of times any realization of (𝑓𝑛) crosses from below
𝑎 to above 𝑏. To make this heuristic rigorous, we introduce
the following stopping times mutually inductively defined
using hitting times,

𝜎0 := 0, 𝜏𝑛 := 𝐻
𝑓

𝜎𝑛,𝑁
(−∞, 𝑎], and 𝜎𝑛+1 := 𝐻

𝑓

𝜏𝑛+1,𝑁
[𝑏,∞),

for some given 𝑁 ∈ N. Then, we may define the upcrossings
of (𝑓𝑛) before time 𝑁 to be

𝑈
𝑓

𝑁
(𝑎, 𝑏) := sup{𝑛 | 𝜎𝑛 < 𝑁 }.

In Lean, the stopping times (𝜎𝑛)𝑛∈N and (𝜏𝑛)𝑛∈N are de-
fined as
def upper_crossing [preorder ]] [order_bot ]] [has_Inf ]]
(a b : R) (f : ] → Ω→ R) (N : ]) : N→ Ω→ ]

| 0 := ⊥
| (n + 1) := λ x, hitting f (set.Ici b)
(lower_crossing_aux a f (upper_crossing n x) N x) N x

and
def lower_crossing
[preorder ]] [order_bot ]] [has_Inf ]]
(a b : R) (f : ] → Ω→ R) (N : ]) (n : N) : Ω → ] :=
λ x, hitting f (set.Iic a) (upper_crossing a b f N n x) N x

respectively, where lower_crossing_aux is defined by
def lower_crossing_aux [preorder ]] [has_Inf ]]
(a : R) (f : ] → Ω→ R) (c N : ]) : Ω→ ] :=
hitting f (set.Iic a) c N

As an example, suppose we have the following realization
of a process crossing the band [𝑎, 𝑏] in which we take 𝑁 to
be 13. Then, by construction, 𝜎0 = 0 and as 𝜏0 is the first time
the process hits below 𝑎, 𝜏0 = 1. Similarly, as 𝜎1 is the first
time the process hits above 𝑏 after 𝜏0, 𝜎1 = 5. By the same
rationale, 𝜏1 = 7 and 𝜎2 = 10. Finally, as the realization does
not cross another band before 13, 𝜎𝑛, 𝜏𝑛 = 13 for all 𝑛 > 2.
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𝑎

𝑏

𝑁 = 13

= 𝜎3, 𝜏3, 𝜎4, 𝜏4 · · ·

𝜎0 = 0

𝜏0

𝜎1 𝜎2

𝜏1

Figure 1. An example of realization of a stochastic process
with 𝜎𝑛, 𝜏𝑛 labeled.

With this, the number of upcrossings𝑈 𝑓

𝑁
(𝑎, 𝑏) is

def upcrossing_before
[preorder ]] [order_bot ]] [has_Inf ]]
(a b : R) (f : ] → α → R) (N : ]) (x : α) : N :=
Sup {n | upper_crossing a b f N n x < N}

We are allowing arbitrary indices in contrast to just natural
number indices as we would eventually like to use the same
definition for the discretization of continuous martingales.

We may now formulate Doob’s upcrossing estimate.

Theorem 3.2 (Doob’s upcrossing estimate). For all 𝑎 < 𝑏 ∈
R and 𝑁 ∈ N, we have

(𝑏 − 𝑎)` [𝑈 𝑓

𝑁
(𝑎, 𝑏)] ≤ ` [(𝑓𝑁 − 𝑎)+], (1)

where 𝑔+ denotes the positive part of the function 𝑔. Further-
more, denoting𝑈 𝑓 (𝑎, 𝑏) := sup𝑁 ∈N𝑈

𝑓

𝑁
(𝑎, 𝑏), we have

(𝑏 − 𝑎)` [𝑈 𝑓 (𝑎, 𝑏)] ≤ sup
𝑁 ∈N

` [(𝑓𝑁 − 𝑎)+] . (2)

Our formalization closely follows the proof presented in
[10] while making some small adjustments. In contrast to
proof from [10] in which the theorem is reduced to the case
where 𝑎 = 0 and 𝑓𝑛 ≥ 0 for all𝑛, we make a weaker reduction
where the theorem is reduced to the case where 0 ≤ 𝑓0 and
𝑎 ≤ 𝑓𝑁 using the equality

𝑈
(𝑓 −𝑎)+
𝑁

(0, 𝑏 − 𝑎) = 𝑈
𝑓

𝑁
(𝑎, 𝑏).

In particular, fixing 𝑎 < 𝑏 ∈ R and 𝑁 ∈ N, it suffices to prove

(𝑏 − 𝑎)` [𝑈 𝑓

𝑁
(𝑎, 𝑏)] ≤ ` [𝑓𝑁 ]

in the special case where 0 ≤ 𝑓0 and 𝑎 ≤ 𝑓𝑁 . Indeed, in
the general case, we may apply the above inequality to
((𝑓𝑛 − 𝑎)+)𝑛 where ((𝑓𝑛 − 𝑎)+)𝑛 is also a submartingale by
a simple computation using the monotonicity of the condi-
tional expectation. The reason for this weaker reduction will
be made clear once we have presented the proof.

With the above reduction, by constructing a suitable pre-
dictable process satisfying the following lemma, the inequal-
ity follows by considering the submartingale property of its
discrete stochastic integral with some predictable process.

Definition 3.3. A stochastic process (𝑐𝑛)𝑛∈N is said to be
predictable with respect to the filtration (ℱ𝑛)𝑛∈N if for all 𝑛,
𝑐𝑛+1 is ℱ𝑛-measurable.

Lemma 3.4. Given a processes (𝑓𝑛)𝑛∈N and (𝑐𝑛)𝑛∈N, let us
denote the discrete stochastic integral of 𝑐 with 𝑓 the process

(𝑐 · 𝑓 )𝑛 :=
𝑛−1∑︁
𝑘=0

𝑐𝑘+1 (𝑓𝑘+1 − 𝑓𝑘 ) .

Then, if (𝑓𝑛)𝑛∈N is a submartingale adapted to the filtration
(ℱ𝑛)𝑛∈N, and (𝑐𝑛)𝑛∈N is predictable, non-negative and bounded,
((𝑐 · 𝑓 )𝑛) is also a submartingale.

We omit the proof of this lemma as it follows by a simple
computation.
lemma submartingale.sum_mul_sub [is_finite_measure `]
{R : R} {b f : N→ Ω → R}
(hf : submartingale fℱ `) (hb : adaptedℱ b)
(hbdd : ∀ n 𝜔 , b n 𝜔 ≤ R) (hnonneg : ∀ n 𝜔 , 0 ≤ b n 𝜔) :
submartingale
(λ n,

∑
k in finset.range n, b k ∗ (f (k + 1) − f k)) ℱ `

With the above lemma,wewill now construct a predictable
process satisfying the above lemma and use the submartin-
gale property to obtain an inequality bounding the discrete
stochastic integral. Define 𝑐𝑛 :=

∑
𝑘<𝑁 1[𝜎𝑘 ,𝜏𝑘+1) (𝑛). It is clear

that (1 − 𝑐𝑛) is non-negative, bounded and predictable, and
hence, (1 − 𝑐) · 𝑓 is again a submartingale. Then, by the
very definition of a submartingale, 0 ≤ ` [((1 − 𝑐) · 𝑓 )0] ≤
` [((1 − 𝑐) · 𝑓 )𝑁 ] implying

` [(𝑐 · 𝑓 )𝑁 ] ≤ ` [(1 · 𝑓 )𝑁 ] = ` [𝑓𝑁 ] − ` [𝑓0] ≤ ` [𝑓𝑁 ] .
Now, by noting

(𝑐 · 𝑓 )𝑁 =
∑︁
𝑛≤𝑁

∑︁
𝑘≤𝑁

1[𝜎𝑘 ,𝜏𝑘+1) (𝑛) (𝑓𝑛+1 − 𝑓𝑛)

=
∑︁
𝑘≤𝑁

∑︁
𝑛≤𝑁

1[𝜎𝑘 ,𝜏𝑘+1) (𝑛) (𝑓𝑛+1 − 𝑓𝑛)

=
∑︁
𝑘≤𝑁

(𝑓𝜎𝑘+1 − 𝑓𝜎𝑘 + 𝑓𝜎𝑘+2 − · · · + 𝑓𝜏𝑘+1 − 𝑓𝜏𝑘+1−1)

=
∑︁
𝑘≤𝑁

(𝑓𝜏𝑘+1 − 𝑓𝜎𝑘 ) ≥
∑︁

𝑘<𝑈𝑁 (𝑎,𝑏)
(𝑏 − 𝑎)

= (𝑏 − 𝑎)𝑈𝑁 (𝑎, 𝑏)
where the inequality follows since

• for 𝑘 < 𝑈𝑁 (𝑎, 𝑏), 𝑓𝜏𝑘+1 − 𝑓𝜎𝑘 ≥ 𝑏 − 𝑎;
• for 𝑘 > 𝑈𝑁 (𝑎, 𝑏), 𝑓𝜏𝑘+1 = 𝑓𝜎𝑘 = 𝑓𝑁 implying

𝑓𝜏𝑘+1 − 𝑓𝜎𝑘 = 0;

• for 𝑘 = 𝑈𝑁 (𝑎, 𝑏),
𝑓𝜏𝑘+1 − 𝑓𝜎𝑘 = 𝑓𝜏𝑈𝑁 (𝑎,𝑏)+1 − 𝑓𝜎𝑈𝑁 (𝑎,𝑏) = 𝑓𝑁 − 𝑎 ≥ 0.

We have
(𝑏 − 𝑎)` [𝑈𝑁 (𝑎, 𝑏)] ≤ ` [(𝑐 · 𝑓 )𝑁 ] ≤ ` [𝑓𝑁 ],

as required.
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The overall proof strategy is conducted as described above
with a large part of the formalization effort spent building
a sufficiently large API for the definitions upper_crossing

and lower_crossing. Indeed, due to their definitions, many
seemingly obvious statements regarding (𝜎𝑛) and (𝜏𝑛) often
involve long and tedious mutual inductions. As an example,
while the equality

𝑈
(𝑓 −𝑎)+
𝑁

(0, 𝑏 − 𝑎) = 𝑈
𝑓

𝑁
(𝑎, 𝑏),

is rather intuitive: the number of upcrossings is invariant
under translations and reflections provided we also translate
the bands by the same amount; the formalization of this fact
spanned almost 100 lines of code. As a result, we sought to
minimize proof steps requiring properties of (𝜎𝑛) and (𝜏𝑛)
resulting in the aforementioned weaker reduction compared
to that is presented in [10].

With this, the first inequality of Doob’ upcrossing estimate
is formalized following the above outlined proof in Lean as
lemma upcrossing_estimate [is_finite_measure `]
(a b : R) (hf : submartingale fℱ `) (N : N) :
(b − a) ∗ `[upcrossing_before a b f N] ≤ `[λ x, (f N x − a)+]

We note that in contrast to the theorem statement, our
formulation does not require 𝑎 < 𝑏. Indeed, this assumption
is not necessarily as in the case 𝑎 ≥ 𝑏, 𝑏 − 𝑎 < 0 implying
the left hand side is non-positive while the right hand side
is non-negative. This remark may appear inconsequential,
but it means that we dispense the user of that lemma from
having to prove trivial inequalities like 𝑎 < 𝑏, which is very
desirable in a formal library.

To formalize inequality (2) of Doob’s upcrossing estimate,
we will introduce a new definition known as upcrossings.
While we have defined 𝑈 𝑓

𝑁
(𝑎, 𝑏) to take value in the natural

numbers,𝑈 𝑓 (𝑎, 𝑏) cannot, as it is not necessarily finite since
(𝑈 𝑓

𝑁
(𝑎, 𝑏))𝑁 might not be bounded above in 𝑁 . In the case

that (𝑈 𝑓

𝑁
(𝑎, 𝑏))𝑁 is not bounded above, we say on paper that

sup
𝑁

𝑈
𝑓

𝑁
(𝑎, 𝑏) = ∞.

This does not translate directly into Lean as the supremum
of an unbounded set of natural numbers is defined to be 0.
As a result, to define 𝑈 𝑓 (𝑎, 𝑏) so that 𝑈 𝑓 (𝑎, 𝑏) = ∞ makes
sense, we need to first coerce 𝑈 𝑓

𝑁
(𝑎, 𝑏) to take value in the

extended non-negative reals R≥0 ∪ {∞}.
def upcrossings [preorder ]] [order_bot ]] [has_Inf ]]
(a b : R) (f : ] → Ω→ R) (𝜔 : Ω) : R≥0∞ :=⊔

N, (upcrossings_before a b f N 𝜔 : R≥0∞)

We note that 𝑈 𝑓

𝑁
(𝑎, 𝑏) is coerced to R≥0 ∪ {∞} rather than

N∪ {∞} since as we intend to integrate𝑈 𝑓

𝑁
(𝑎, 𝑏), if𝑈 𝑓

𝑁
(𝑎, 𝑏)

is coerced into N ∪ {∞}, the integration will introduce an-
other coercion into R≥0∪ {∞}, making the original coercion
redundant.

With this definition, we may now phrase inequality (2) as

lemma mul_lintegral_upcrossings_le_lintegral_pos_part
[is_finite_measure `] (a b : R) (hf : submartingale fℱ `) :
ennreal.of_real (b − a) ∗

∫ − 𝜔 , upcrossings a b f 𝜔 𝜕` ≤⊔
N,
∫ − 𝜔 , ennreal.of_real ((f N 𝜔 − a)+) 𝜕`

In contrast to the first inequality in Doob’s upcrossing esti-
mate where the expectation is formulated using the Bochner
integral, as upcrossings takes value in the non-negative ex-
tended reals, the target space is no longer a Banach space
and so we may not use the Bochner integral. Instead, the
expectation is formulated using the lower Lebesgue integral
(known as lintegral in Lean).

The proof of inequality (2) is rather simple. Indeed, by
taking the supremum of both sides of inequality (1), inequal-
ity (2) follows by the monotone convergence theorem where
we notice (𝑈 𝑓

𝑁
(𝑎, 𝑏))𝑁 is monotone in 𝑁 . However, it is im-

portant to note that, to apply the monotone convergence
theorem, we need to make sure (𝑈 𝑓

𝑁
(𝑎, 𝑏))𝑁 is both measur-

able and integrable for all 𝑁 . Integrability is easy to check as
𝑈

𝑓

𝑁
(𝑎, 𝑏) is bounded above by 𝑁 , and so it suffices to show

measurability. Indeed, by noting that

𝑈
𝑓

𝑁
(𝑎, 𝑏) =

𝑁∑︁
𝑖=1

1{𝑛∈N |𝜎𝑛<𝑁 } (𝑖)

𝑈
𝑓

𝑁
(𝑎, 𝑏) is measurable as {𝑛 | 𝜎𝑛 < 𝑁 } is a measurable set

since (𝜎𝑛) is a stopping time.
With the Doob’s upcrossing estimate, we may now finish

the proof of the almost everywhere martingale convergence
theorem. We recall that a real sequence (𝑥𝑛) converges if
and only if

(a) ( |𝑥𝑛 |) is bounded above;
(b) and for all 𝑎 < 𝑏 ∈ Q, (𝑥𝑛) does not visit below 𝑎 and

above 𝑏 infinitely often.
Thus, for a submartingale (𝑓𝑛) adapted to the filtration (ℱ𝑛)
such that for all 𝑛, ∥ 𝑓𝑛 ∥1 ≤ 𝑅 for some 𝑅 ∈ R, we will
show that (𝑓𝑛) satisfies the above two conditions almost
everywhere.
Firstly, as (𝑓𝑛) is uniformly bounded in 𝐿1 by 𝑅, by in-

equality (2) of Doob’s upcrossing estimate, we have

(𝑏 − 𝑎)` [𝑈 𝑓 (𝑎, 𝑏)] ≤ sup
𝑁 ∈N

` [(𝑓𝑁 − 𝑎)+] ≤ 𝑅 + |𝑎 | · ` (Ω),

implying ` [𝑈 𝑓 (𝑎, 𝑏)] is finite and so,𝑈 𝑓 (𝑎, 𝑏) is finite almost
everywhere. Thus, as 𝑈 𝑓 (𝑎, 𝑏) = ∞ if and only if (𝑓𝑛) does
not visit below 𝑎 and above 𝑏 infinitely often, (𝑓𝑛) satisfies
condition (b) almost everywhere.
On the other hand, ( |𝑓𝑛 |) is bounded almost everywhere.

Indeed, in the case that ( |𝑓𝑛 (𝜔) |) is not bounded above, either
• one of lim inf𝑛 𝑓𝑛 (𝜔) or lim sup𝑛 𝑓𝑛 (𝜔) equals−∞, +∞
respectively with the other being finite,

• or 𝑓𝑛 (𝜔) → ±∞.
The first case is a subset of {𝑈 𝑓 (𝑎, 𝑏) = ∞} and so can only
happen with measure 0 as shown above. The second case is



A Formalization of Doob’s Martingale Convergence Theorems in mathlib CPP ’23, January 16–17, 2023, Boston, MA, USA

a subset of {lim inf𝑛 |𝑓𝑛 | = ∞}. By Fatou’s lemma, we have
` [lim sup

𝑛→∞
|𝑓𝑛 |] ≤ lim sup

𝑛→∞
` [|𝑓𝑛 |] < ∞

implying lim inf𝑛 |𝑓𝑛 | < ∞ almost everywhere and so, the
second case can also only happen with measure 0.

With this, we conclude that (𝑓𝑛) converges almost every-
where and it remains to show that it has an a.e. limit which
is integrable and measurable with respect to ℱ∞. The def-
inition of a.e. measurable becomes especially useful here.
Traditionally, one obtains measurability by constructing the
a.e. limit to be lim inf𝑛 𝑓𝑛 which is ℱ∞-measurable. Instead,
as an a.e. pointwise limit of a sequence of measurable func-
tions is at least a.e. measurable, since 𝑓𝑛 isℱ∞-measurable
for all 𝑛, if 𝑓𝑛

𝑎.𝑒.−−−→ 𝑓 then 𝑓 isℱ∞-a.e. measurable, namely,
there exists some ℱ∞-measurable 𝑓 ′ equal to 𝑓 almost ev-
erywhere. Thus, 𝑓𝑛

𝑎.𝑒.−−−→ 𝑓 ′ and hence, choosing our limiting
function to be 𝑓 ′ suffices.
Finally, integrability of the limiting function is clear by

considering the following corollary of Fatou’s lemma.

Lemma 3.5. If (𝑓𝑛) is a sequence of measurable functions
such that 𝑓𝑛

𝑎.𝑒.−−−→ 𝑓 , then

∥ 𝑓 ∥𝑝 ≤ lim inf
𝑛→∞

∥ 𝑓𝑛 ∥𝑝 ,

for all 𝑝 ∈ R≥0 ∪ {∞}.

We note that our proof is slightly more roundabout than
the usual proof found in literature where we conclude the
almost everywhere convergence directly after noticing that a
real sequence (𝑥𝑛) converges if and only if lim inf𝑛 |𝑥𝑛 | < ∞
and for all 𝑎 < 𝑏 ∈ Q, (𝑥𝑛) crosses the band [𝑎, 𝑏] only
finitely many times. The reason choosing the indirect route
is that the key observation in our argument where we charac-
terize the convergence of real sequences was independently
proven by Gouëzel for the purpose of proving the Lebesgue
differentiation theorem [7]. Thus, by changing our proof to
utilize Gouëzel’s work, we are able to avoid redundant work.

Defining a limit function instead of stating existence.
Our formalization of the a.e. martingale convergence the-
orem follows the proof outlined above with one notable
implementation difference. While we had stated the a.e. mar-
tingale convergence theorem as the existence of a limiting
random variable satisfying some properties, since applica-
tions of the theorem often require us to manipulate this limit,
it is easier to simply extract the limit of the process into its
own definition. In particular, we define the limit_process

of a sequence of random variables (𝑓𝑛) with respect to the
filtration (ℱ𝑛) and the measure ` as the ℱ∞-measurable,
`-a.e. limit of (𝑓𝑛) if it exists, otherwise we define it as 0.
def limit_process (f : ] → Ω→ E) (ℱ : filtration ] 𝒜)
(` : measure Ω) :=
if h : ∃ g : Ω→ E, strongly_measurable[

⊔
n,ℱ n] g ∧

∀m 𝜔 𝜕`, tendsto (λ n, f n 𝜔) at_top (N (g 𝜔))
then classical.some h else 0

Here, using the axiom of choice, classical.some h for h : ∃ x :
α, p x where p is a predicate on the type α provides a term
of α which satisfies p.

limit_process is a useful definition. By extracting the def-
inition, not only do we avoid needing to deconstruct the
a.e. martingale convergence theorem every time we need
to manipulate the limiting random variable, we can also di-
rectly reason about the definition itself. This is exemplified
by the following lemmas in which f is not required to be a
submartingale.
lemma strongly_measurable_limit_process :
strongly_measurable[

⊔
n,ℱ n] (limit_process fℱ `)

lemma mem_Lp_limit_process_of_snorm_bdd
(hfm : ∀ n, ae_strongly_measurable (f n) `)
(hbdd : ∀ n, snorm (f n) p ` ≤ R) :
mem_Lp (limit_process fℱ `) p `

With this definition, the a.e. martingale convergence theorem
is phrased and formalized as
lemma submartingale.ae_tendsto_limit_process
[is_finite_measure `] (hf : submartingale fℱ `)
(hbdd : ∀ n, snorm (f n) 1 ` ≤ R) :
∀m 𝜔 𝜕`, tendsto (λ n, f n 𝜔) at_top
(N (ℱ.limit_process f ` 𝜔))

3.3 𝐿1 martingale convergence theorem
Continuing, we now formulate and prove the 𝐿1 martin-
gale convergence theorem. The 𝐿1 martingale convergence
theorem is commonly phrased as the following equivalence.

Theorem 3.6 (𝐿1 martingale convergence). Given (𝑓𝑛)𝑛∈N
a martingale adapted to the filtration (ℱ𝑛)𝑛∈N, the following
are equivalent:

(i) (𝑓𝑛) is uniformly integrable (in the probability sense);
(ii) (𝑓𝑛) converges in 𝐿1 to someℱ∞-measurable, integrable

function 𝑓 ;
(iii) there exists some ℱ∞-measurable and integrable 𝑓 such

that for all 𝑛 ∈ N, ` [𝑓 | ℱ𝑛] = 𝑓𝑛 a.e. .

However, while this theorem is stated for martingales,
several implications from the proof of this theorem also hold
for submartingales. So, rather than proving the theorem as
stated above, we extract these implications into their own
statements and shall instead consider the following slightly
more general theorem.

Theorem 3.7. Given some filtration (ℱ𝑛)𝑛∈N,
(a) if (𝑓𝑛)𝑛∈N is a submartingale adapted to (ℱ𝑛) and is uni-

formly integrable in the probability sense, it converges
in 𝐿1 to some ℱ∞-measurable, integrable function 𝑓 ;

(b) if furthermore, (𝑓𝑛) is a martingale, then for all 𝑛 ∈ N,
` [𝑓 | ℱ𝑛] = 𝑓𝑛 a.e. ;

(c) finally, if 𝑔 is some integrable,ℱ∞-measurable function,
then (` [𝑔 | ℱ𝑛])𝑛∈N converges to 𝑔 a.e. and in 𝐿1.
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Indeed, these three statements implies the 𝐿1 martingale
convergence theorem directly where the implication (i) =⇒
(ii) follows from (a), the implication (ii) =⇒ (iii) follows
from (b), and the implication (iii) =⇒ (i) follows from (c).

Aswe have already constructed a sufficiently large amount
of API for uniform integrability, the proof of theorem 3.7 is
rather simple. By recalling that uniformly integrable in the
probability sense implies uniform boundedness in 𝐿1, (a) fol-
lows. Indeed, as (𝑓𝑛) is bounded in 𝐿1, by the a.e. martingale
convergence theorem we have (𝑓𝑛) converges almost every-
where to some ℱ∞-measurable, integrable function 𝑓 . Thus,
as convergence a.e. implies convergence in measure, we have
by the Vitali convergence theorem that (𝑓𝑛) converges in 𝐿1

to 𝑓 as required.
Now, taking (𝑓𝑛) to be a martingale and denoting its 𝐿1

limit by 𝑓 (which exists by (a)), (b) follows since for all 𝑛, we
have for all𝑚 ≥ 𝑛,

∥ 𝑓𝑛 − ` [𝑓 | ℱ𝑛] ∥1 = ∥` [𝑓𝑚 − 𝑓 | ℱ𝑛] ∥1 ≤ ∥ 𝑓𝑚 − 𝑓 ∥1.
Thus, ∥ 𝑓𝑛 − ` [𝑓 | ℱ𝑛] ∥1 = 0 by taking𝑚 → ∞ implying
𝑓𝑛 = ` [𝑓 | ℱ𝑛] a.e.
Finally, we notice on one hand that any class of the form

{` [𝑔 | 𝒢𝑖 ] | 𝑖 ∈ ]} for some ]-indexed sub-𝜎-algebras (𝒢𝑖 )𝑖∈]
is uniformly integrable, and on the other hand that (` [𝑔 |
ℱ𝑛])𝑛∈N is a martingale, hence by (b) it converges a.e. and in
𝐿1 to some function 𝑔′. Furthermore, ` [𝑔 | ℱ𝑛] = ` [𝑔′ | ℱ𝑛]
almost everywhere for all 𝑛. Thus, by the law of iterative
expectation, for all 𝐴 ∈ ℱ𝑛 , we have
` [𝑔1𝐴] = ` [` [𝑔 | ℱ𝑛]1𝐴] = ` [` [𝑔′ | ℱ𝑛]1𝐴] = ` [𝑔′1𝐴]

for all 𝑛. Hence, as
⋃

𝑛 ℱ𝑛 is a 𝜋-system generatingℱ∞, by
Dynkin’s theorem, the equality also holds for all 𝐴 ∈ ℱ∞.
Thus, as both 𝑔,𝑔′ are ℱ∞ measurable, we conclude that
𝑔 = 𝑔′ almost everywhere and so, ` [𝑔 | ℱ𝑛] → 𝑔 a.e. and in
𝐿1 as required.
This theorem in Lean is stated and proved as described

above in three parts. Similar to the statement of the a.e.
martingale convergence theorem, instead of showing the
existence of an 𝐿1-limit, by noting that the 𝐿1 limit coincides
with the a.e. limit, we may alternatively phrase the theorem
using limit_process.
lemma submartingale.tendsto_snorm_one_limit_process
(hf : submartingale fℱ `)
(hunif : uniform_integrable f 1 `) :
tendsto (λ n, snorm (f n −ℱ.limit_process f `) 1 `)
at_top (N 0)

lemma martingale.ae_eq_condexp_limit_process
(hf : martingale fℱ `)
(hbdd : uniform_integrable f 1 `) (n : N) :
f n =m[`] `[ℱ.limit_process f ` | ℱ n]

lemma integrable.tendsto_snorm_condexp
(hg : integrable g `)
(hgmeas : strongly_measurable[

⊔
n,ℱ n] g) :

tendsto (λ n, snorm (`[g | ℱ n] − g) 1 `) at_top (N 0)

As the proof of this theorem only uses standard analysis
arguments, the formalization was straightforward with the
help of existing lemmas in mathlib.

3.4 Lévy’s generalization of the Borel-Cantelli
lemmas

The martingale convergence theorems has numerous appli-
cations in probability theory and provides alternative proofs
to the SLLN, the Radon-Nikodym theorem, the Borel-Cantelli
lemmas etc. While the SLLN and the Radon-Nikodym theo-
rem have already been formalized in mathlib via other meth-
ods, the second Borel-Cantelli lemma is yet to be formalized.
Thus, as an application the martingale convergence theo-
rems, we formalize a more general version of the second
Borel-Cantelli lemma known as Lévy’s generalized Borel-
Cantelli lemma.

Theorem 3.8 (Lévy’s generalized Borel-Cantelli lemma).
Given a filtration (ℱ𝑛)𝑛∈N and a sequence of sets (𝑆𝑛)𝑛∈N
such that 𝑆𝑛 ∈ ℱ𝑛 for all 𝑛, then

lim sup
𝑛→∞

𝑆𝑛 =

{ ∞∑︁
𝑛=0

` [1𝑆𝑛+1 | ℱ𝑛] = ∞
}

almost everywhere.

This is formalized in Lean as follows:
theorem ae_mem_limsup_at_top_iff [is_finite_measure `]
{s : N→ set Ω} (hs : ∀ n, measurable_set[ℱ n] (s n)) :
∀m 𝜔 𝜕`, 𝜔 ∈ limsup at_top s ↔
tendsto (λ n,

∑
k in finset.range n,

`[(s (k + 1)).indicator (1 : Ω→ R) |ℱ k] 𝜔)
at_top at_top

We shall omit the details of the proof here and refer the
reader to [10]. The proof of this theorem illustrated the usage
Doob’s decomposition theorem to construct martingales. In
particular, to prove Lévy’s generalized Borel-Cantelli lemma,
we need to construct the martingale defined by

𝑓𝑛 :=
∑︁
𝑘<𝑛

(
1𝑆𝑘+1 − ` [1𝑆𝑘+1 | ℱ𝑘 ]

)
.

It is easy to check that this is indeed a martingale by using
the law of iterated expectations. However, 𝑓𝑛 is in fact the
martingale part from Doob’s decomposition of the process

𝑓𝑛 :=
∑︁
𝑘<𝑛

1𝑆𝑘+1 .

Hence, rather than checking (𝑓𝑛) is a martingale explicitly
and since that notion is more generally useful, we chose to
implement Doob’s decomposition of a process into a martin-
gale part and a predictable part. To complete our proof, it
then suffices to check that (𝑓𝑛) equals the martingale part of
some adapted process (𝑓𝑛).

We remark that an alternative approach is to prove that a
process of the form 𝑓𝑛 :=

∑
𝑘≤𝑛 𝑔𝑘 is a martingale if (𝑔𝑛) is

an adapted process and ` [𝑔𝑛] = 0 for all 𝑛.
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4 Concluding thoughts
We added to mathlib definitions of the conditional expec-
tation, filtrations, stopping times and martingales and we
formalized Doob’s convergence theorems about those ob-
jects. Formalizing theorems about the new definitions was
essential, since it is very hard to know if a definition will
be adequate until we actually use it, as exemplified by our
change of measurability conditions for uniform_integrable.
The analysis and measure theory sections of mathlib have
now matured enough for probability theory to be developed
and we see no obstacle to the formalization of other funda-
mental tools of probability. We saw with the betting example
in the introduction that martingales can be used to model
the interaction of an player with a stochastic environment.
Suppose now that the player can choose among several coins
which might be differently biased, and makes that decision
adaptively based on the result of the previously observed
coin flips4. Then the distribution of the next reward is ran-
dom since it depends on past observations. To model such
interactions we need Markov kernels and regular conditional
probability, which we see as a natural next step in our for-
malization effort.

Retrospection of a design decision. The formalization
of Lévy’s generalized Borel-Cantelli illustrates an annoyance
with our current formulation of the theory of stopping times.
Our current formulation of stopping times is similar to the
Isabelle/HOL [9] formulation in the sense that we let the
range of a stopping time to be the same type as the time
index of its associated filtration: if the filtration is indexed by
N, the stopping time must be finite. As demonstrated in the
definition of hitting times, this is slightly different to what
we write on paper where it is allowed to be infinity. The
same is true for stopping times. Indeed, for a stopping time
𝜎 , on paper we normally allow 𝜎 to take value infinity and
then work with 𝜎 ∧ 𝑛. This is not possible with our current
set up. This discrepancy is not problematic in our formaliza-
tion of the martingale convergence theorems, however we
observe that it introduces code duplication in the formaliza-
tion of the Lévy’s generalized Borel-Cantelli. In particular,
Lévy’s generalized Borel-Cantelli requires a lemma known
as the one-sided martingale bound which proof starts by
introducing a stopping time 𝜎 which can take value infinity
and argue that the stopped process (𝑓𝜎∧𝑛) of a submartingale
(𝑓𝑛) is also a submartingale. We however cannot proceed
like this since we cannot have a stopping time with possibly
infinite value. Instead, we introduce an object which is al-
most a stopped process but not exactly since we don’t have
a stopping time, and again reprove a few lemmas specifically
for it. A possible way to avoid this duplication is to change
the definition of stopping time to allow for infinity in the
range, namely change the definition to

4that interaction is called a stochastic bandit [11]

def is_stopping_time [preorder ]] (ℱ : filtration ] 𝒜)
(𝜏 : Ω→ with_top ]) :=

∀ i, measurable_set[ℱ i] {𝜔 | 𝜏 𝜔 ≤ i}

with_top ] is the type ] together with an infinity value. Not
having the same type for the filtration index and the stop-
ping time range could however be cumbersome since we
then can’t directly index by a stopping time, and only our
upcoming refactor attempt will tell which of the definitions
is easier to use.
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