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Abstract: We study linear continuous-time systems with fast-varying almost periodic coef-
ficients that are piecewise-continuous in time. Recently, a constructive time-delay approach
to periodic averaging of systems with a single fast time-scale was introduced and employed to
averaging of systems with small time-varying delays (of the order of the small parameter). In this
paper we present a novel transformation of the fast varying coefficients. This transformation
is suitable for averaging over multiple time-scales, and is applicable to averaging of systems
with constant delays, where the value of delay is not small (i.e. essentially larger than the small
parameter). We carry out stability analysis by employing time-varying Lyapunov functions (or
functionals for the delayed case). The analysis leads to LMI conditions that are always feasible
for small enough parameters. Numerical examples demonstrate the efficiency of the proposed
approach and its conservatism.
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1. INTRODUCTION

Systems with almost periodic coefficients and/or excita-
tions are widely used in modern engineering applications
(see e.g. Cheng et al. [2018], Sandberg and Möllerstedt
[2001], Xie and Lam [2018] and the references therein).
Such systems often include rapidly time-varying coeffi-
cients on multiple time-scales. Perturbation theory-based
techniques have been useful in the analysis of systems
with rapidly time-varying coefficients and have led to
important qualitative results Bogoliubov and Mitropolskij
[1961], Khalil [2001], Kokotovic and Khalil [1986], Teel
et al. [2003], Moreau and Aeyels [2000] .

The method of averaging has been especially efficient in
the study of stability of systems with oscillatory control
inputs Bullo [2002], Krstić and Wang [2000], Meerkov
[1980]. The underlying idea behind asymptotic averaging
is that stability of the original rapidly-varying system
is guaranteed for small enough values of the parameter
provided the averaged system is stable. However, by using
such methods it is often difficult to find an explicit bound
on the small parameter that preserves stability of the
perturbed system. Direct Lyapunov techniques can be
used to derive explicit bounds on the small parameter. For
singularly perturbed systems, such bounds were derived in,
e.g., Kokotovic and Khalil [1986] and Fridman [2002], via
a direct Lyapunov approach.

Recently, a constructive time-delay approach to periodic
averaging of a system with a single fast time-scale was
introduced in Fridman and Zhang [2020]. It was suggested
to use backward integration of the system, thereby pre-
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senting it as a delayed neutral-type system, with the delay
magnitude equal to the time-scale parameter. Stability
of the delayed system then guarantees the stability of
the original one. A direct Lyapunov method was used to
obtain LMI-based conditions that allow to find an explicit
upper bound on the small parameter which preserves the
stability and ISS of the original system. This approach
was also employed for averaging of systems with time-
varying delays, where the delay bound which preserved the
stability of the system was of the order of the time-scale
parameter. These results were later extended to L2-gain
analysis for periodic averaging and to stochastic systems
in Zhang and Fridman [2022]. However, the approach was
confined to a single time-scale and the results for time-
delay systems were limited to delays on the order of the
small parameter.

In this paper we consider linear systems with rapidly-
varying almost periodic coefficients that are piecewise-
continuous in time. We begin by considering an ISS-like
property of a system with two fast time-scales. Differently
from Fridman and Zhang [2020], we employ a novel system
transformation. This transformation leads to a new system
whose ISS-like bounds guarantees the ISS-like bounds of
the original one. For ISS-like analysis of the transformed
system, we adopt a direct Lyapunov method leading to
LMIs. In comparison to Fridman and Zhang [2020], our
LMIs are significantly simpler. Feasibility of the LMIs
provides quantitative estimates on the small parameters,
which guarantee ISS-like estimates for the system. The
LMIs are accompanied by theoretical guarantees on their
feasibility for small values of the time-scale parameters.

We further extend our approach to rapidly time-varying
systems with constant delay. Results on strict Lyapunov



functions for rapidly time-varying nonlinear systems were
presented in Mazenc et al. [2006] and Mazenc and Malisoff
[2017]. Differently from Fridman and Zhang [2020], the
novel transformation suggested in this paper decouples
the effects of the delay bound and time-scale parameter
on the stability of the system, thereby allowing to obtain
stability for non-small delay, relative to the time-scale
parameter. We carry out stability analysis via a time-
varying Lyapunov functional, leading to LMIs and provide
theoretical guarantees on their feasibility.

Notations: Throughout the paper Rn denotes the n-
dimensional Euclidean space with the vector norm |·|,
Rn×m is the set of all n×m real matrices with the induced
matrix norm ∥·∥. We also denote Z+ = {0, 1, 2, . . . }. The
superscript ⊤ denotes matrix transposition, and the nota-
tion P > 0, for P ∈ Rn×n means that P is symmetric and
positive definite. The symmetric elements of the symmetric
matrix are denoted by ∗. For 0 < P ∈ Rn×n and x ∈ Rn,
we write |x|2P = x⊤Px. We denote by W ([−h, 0]) the Ba-
nach space of a.e differentiable functions ϕ : [−h, 0] → Rn

with square integrable derivative. The norm onW ([−h, 0])
is given by the norm ∥ϕ∥W = ∥ϕ∥W + ∥ϕ′∥L2 .

2. ISS OF RAPIDLY TIME-VARYING SYSTEMS

In this section we consider the fast-varying system

ẋ(t) = A (t/ϑ)x(t) +B (t/ϵ) d(t), t ≥ 0. (2.1)

Here x(t) ∈ Rn for t ≥ 0, the small independent parame-
ters ϑ, ϵ > 0 define two fast time-scales, d ∈ C1([0,∞)) is a
disturbance and A,B : R → Rn×n are uniformly bounded,
piecewise continuous matrix functions (i.e. having at most
a finite number of jump discontinuities on any interval in
R). The aim of this section is to derive explicit conditions,
which guarantee ISS-like estimates for (2.1).

Assumption 1: A and B are almost periodic, meaning
that there exist 0 < T and Aav, Bav, where Aav is Hurwitz,
such that for all t ∈ R:

T−1

∫ t+T

t

L(τ)dτ = Lav +∆L(t), L ∈ {A,B} (2.2)

where ∆A,∆B : R → Rn×n are functions satisfying

sup
τ∈R

∥∆B(τ)∥ ≤ ∆B,M , sup
τ∈R

∥∆A(τ)∥ ≤ ∆A,M (2.3)

for some ∆A,M ,∆B,M > 0.

Assumption 2: The time-scale parameters ϑ, ϵ satisfy

max(ϑAM , ϵBM ) · T < 2 (2.4)

where
LM := sup

τ∈R
||L(τ)|| <∞, L ∈ {A,B} . (2.5)

Inspired by Mazenc et al. [2006], we introduce

ωϵ(t) = − 1

ϵT

∫ t+ϵT

t

(t+ ϵT − τ)B (τ/ϵ) dτ,

ϱϑ(t) = − 1

ϑT

∫ t+ϑT

t

(t+ ϑT − τ)A (τ/ϑ) dτ, t ≥ 0.

(2.6)
Note that piecewise continuity of A and B implies that
ωϵ(t) and ϱϑ(t) are piecewise continuously differentiable.
Indeed, both are continuously differentiable at any t ≥ 0
for which t/ϵ + jT, j = 0, 1 and t/ϑ + kT, k = 0, 1 are

points of continuity of B and A, respectively. Hence, any
interval in R can be partitioned into finitely many subin-
tervals with both ωϵ(t) and ϱϑ(t) piecewise continuously
differentiable in the interior of each subinterval.

Using (2.5), (2.2) and (2.3), it can be easily verified that

sup
τ∈R

∥ωϵ(τ)∥ ≤ 0.5ϵTBM , sup
τ∈R

∥ϱϑ(τ)∥ ≤ 0.5ϑTAM

(2.7)
and for t ≥ 0 (outside of a nowhere dense set):

ω̇ϵ(t) = B (t/ϵ)−Bav −∆B (t/ϵ) ,
ϱ̇ϑ(t) = A (t/ϑ)−Aav −∆A (t/ϑ) ,

(2.8)

whereas by Assumption 2 and Neumann series, In − ϱϑ(t)
and In − ωϵ(t) are invertible for all t ∈ R and∥∥∥(In − ϱϑ(t))

−1
∥∥∥ =

∥∥∥∥∥
∞∑
k=0

ϱϑ(t)
k

∥∥∥∥∥ (2.7)

≤ 2

2− ϑTAM
,

∥∥∥(In − ωϵ(t))
−1

∥∥∥ =

∥∥∥∥∥
∞∑
k=0

ωϵ(t)
k

∥∥∥∥∥ (2.7)

≤ 2

2− ϵTBM
.

(2.9)

Using (2.6)-(2.8), the system (2.1) can be presented as

ẋ(t) = [ϱ̇ϑ(t) +Aav +∆A (t/ϑ)]x(t)
+ [ω̇ϵ(t) +Bav +∆B (t/ϵ)] d(t), t ≥ 0.

(2.10)

To eliminate the terms ϱ̇ϑ(t)x(t) and ω̇ϵ(t)d(t) in (2.10),
we introduce the following transformation:

z(t) = x(t)− ϱϑ(t)x(t)− ωϵ(t)d(t). (2.11)

Note that z(t) is continuous and piecewise continuously
differentiable. In the proof of Theorem 2.1 we show that
ISS-like estimates (with respect to d and ḋ) on z(t) imply
ISS-like estimates for the system (2.1).

Remark 2.1. For the case of a single time-scale (i.e., ϵ =
ϑ), differently from transformation (2.11), the time-delay
transformation in Fridman and Zhang [2020] has a form

z(t) = x(t)−G(t) (2.12)

with

G(t) =
1

ϵT

∫ t

t−ϵT

(τ − t+ ϵT ) [A(τ)x(ϵτ) +B(τ)d(ϵτ)] dτ,

which leads to a neutral-type system. The transformation
(2.12) allows for ISS of a larger class of essentially bounded
disturbances than in the present paper.

Substituting (2.11) into (2.10), we obtain the following
expression for ż(t) (outside of a nowhere dense set):

ż(t) = Aavz(t) +Bavd(t) + C1(t)x(t)

+C2(t)d(t)− ωϵ(t)ḋ(t)
(2.13)

where
C1(t) := Aavϱϑ(t)− ϱϑ(t)A (t/ϑ) + ∆A (t/ϑ) ,
C2(t) := Aavωϵ(t)− ϱϑ(t)B (t/ϵ) + ∆B (t/ϵ) .

(2.14)

Note that by (2.3) and (2.7), we have

sup
τ∈R

∥C1(τ)∥ ≤ ϑTAM [AM + ∥Aav∥]
2

+ ∆A,M =: C1,

sup
τ∈R

∥C2(τ)∥ ≤ TBM (ϵ ∥Aav∥+ ϑAM )

2
+ ∆B,M =: C2.

(2.15)

Remark 2.2. Differently from Fridman and Zhang [2020],
where a fast-varying system over a single time-scale was
considered and a neutral-type system was obtained by



integrating both sides of the ODE, here (2.11) allows
us to treat the system (2.1), containing two time-scales.
Furthermore, the approach presented in this manuscript
allows us to avoid the introduction of a neutral-type
system, which is more challenging for analysis.

For ISS-like analysis of (2.13), let 0 < α and 0 < P ∈
Rn×n. We introduce the Lyapunov function

V (t) = |z(t)|2P . (2.16)

Differentiating V along the solution to (2.13), we have

V̇ + 2αV = z(t)⊤
[
PAav +A⊤

avP + 2αP
]
z(t)

+2z(t)⊤PBavd(t) + 2z(t)⊤PC1(t)x(t)

+2z(t)⊤PC2(t)d(t)− 2z(t)⊤Pωϵ(t)ḋ(t).

(2.17)

Note that using Young’s inequality, we have

|C1(t)x(t)|2
(2.11)

≤ C
2

1

∣∣(I − ϱϑ(t))
−1 [z(t) + ωϵ(t)d(t)]

∣∣2
(2.7)

≤ 2C
2

1

(2− ϑTAM )
2

[
4 |z(t)|2 + (ϵTBM )

2 |d(t)|2
]
,

|C2(t)d(t)|2
(2.15)

≤ C
2

2 |d(t)|
2
.

(2.18)
Let 0 < λi ∈ R, i = 1, 2. Taking into account (2.18), we
apply the S-procedure by introducing

W1(t) = λ1

[
2C

2

1

(2− ϑTAM )
2

[
4 |z(t)|2 + (ϵTBM )

2 |d(t)|2
]

− |C1(t)x(t)|2
]
+ λ2

[
C

2

2 |d(t)|
2 − |C2(t)d(t)|2

]
≥ 0.

(2.19)

Let 0 < γi ∈ R, i = 1, 2 and introduce for t ≥ 0

η(t) = col
{
z(t), d(t), C1(t)x(t), C2(t)d(t), ωϵ(t)ḋ(t)

}
.

From (2.17) and (2.19) we obtain

V̇ + 2αV − γ21 |d(t)|
2 − γ22

∣∣∣ωϵ(t)ḋ(t)
∣∣∣2 +W1

≤ η(t)⊤Φϵ,ϑη(t) ≤ 0,
(2.20)

provided

Φϵ,ϑ =


Φ

(1)
ϵ,ϑ

P
0

P
0

−P
0

∗ −λ1In 0 0

∗ ∗ −λ2In 0

∗ ∗ ∗ −γ22In

 < 0,

Φ
(1)
ϵ,ϑ =

[
PAav +A⊤

avP + 2αP PBav

∗ −γ21

]
+ Λϵ,ϑ,

Λϵ,ϑ =


8λ1C

2
1

(2− ϑTAM )2
In 0

∗ λ2C
2
2 +

2λ1
(
ϵTBMC1

)2
(2− ϑTAM )2

 .
(2.21)

Summarizing, we arrive at

Theorem 2.1. Consider the system (2.1) subject to As-
sumptions 1-2. Given the matrices Aav, Bav ∈ Rn×n and
constants 0 < α, ϵ, ϑ, T,AM , BM ,∆A,M ,∆B,M , let there
exist 0 < P ∈ Rn×n and scalars 0 < λi, γ

2
i , i = 1, 2, where

λi, i = 1, 2 are given in (2.19), such that the LMI (2.21)
holds. Then (2.1) satisfies the following ISS-like estimate:

|x(t)|2 ≤ β2
1e

−2αt |x(0)|2 + β2
2 max
s∈[0,t]

|d(s)|2

+β2
3 max
s∈[0,t]

∣∣∣ḋ(s)∣∣∣2 , t ≥ 0
(2.22)

for some βi > 0, i = 1, 2, 3. The LMI (2.21) is always
feasible for small enough 0 < α, ϵ, ϑ,∆A,M ,∆B,M and
large enough 0 < γ2i , i = 1, 2. Feasibility of (2.21) for
α, ϵ, ϑ, T,AM , BM ,∆A,M ,∆B,M , P, λi, γ

2
i , i = 1, 2 implies

its feasibility with any ϵ′ < ϵ, ϑ′ < ϑ and the same
α, T,AM , BM ,∆A,M ,∆B,M , P, λi, γ

2
i , i = 1, 2, whence βi

in (2.22) are independent of ϵ′ ∈ (0, ϵ) and ϑ′ ∈ (0, ϑ).

Proof : Fix τ > 0. Feasibility of (2.21) implies that for
all t ∈ [0, τ ]

V̇ + 2αV − γ21 |d(t)|
2 − γ22

∣∣∣ωϵ(t)ḋ(t)
∣∣∣2 ≤ 0

⇒ V (t) ≤ e−2αtV (0)

+

∫ t

0

e−2α(t−s)

(
γ21 |d(s)|

2
+ γ22

∣∣∣ωϵ(s)ḋ(s)
∣∣∣2) ds.

Since σmin(P ) |z(t)|2 ≤ V (t) ≤ σmax(P ) |z(t)|2 for all
t ≥ 0, we obtain for t ≥ 0

|z(t)|2
(2.7)

≤ σmax(P )

σmin(P )
e−2αt |z(0)|2 + γ21

2σmin(P )α

× max
s∈[0,τ ]

|d(s)|2 + γ22 (ϵTBM )
2

8σmin(P )α
max
s∈[0,τ ]

∣∣∣ḋ(s)∣∣∣2 ,
(2.23)

meaning that (2.13) satisfies an ISS-like estimate. Recall-
ing (2.11), we have

|x(t)|2 (2.11)
=

∣∣(I − ϱϵ(t))
−1 [z(t) + ωϵ(t)d(t)]

∣∣2
(2.7)

≤ 8

(2− ϑTAM )
2 |z(t)|2 + 2 (ϵTBM )

2

(2− ϑTAM )
2 |d(t)|2 .

(2.24)
From (2.7) and (2.11), we find

|z(0)|2 ≤ 2

(
1 +

ϑTAM

2

)2

|x(0)|2 + (ϵTBM )
2

2
|d(0)|2 .

(2.25)
Finally, (2.23)-(2.25) imply (2.22), where βi, i = 1, 2, 3 can

be computed explicitly. We omit the formulas for {βi}3i=1
due to space constraints.

Next, set ϵ = ϑ = ∆A,M = ∆B,M = 0 and consider
Φ1 in (2.21) with Λϵ,ϑ = 0 (see (2.19)). By Assumption
1, for 0 < α small enough and 0 < γ21 large enough,
we find that there exists 0 < P ∈ Rn×n such that
Φ1 < 0. Fixing this P , applying Schur complement in Φ
with respect to diag

{
−λ1In,−λ2In,−γ22In

}
and taking

0 < λi, γ
2
2 , i = 1, 2 large enough we find that (2.21)

holds. By continuity of eigenvalues, (2.21) remains true for
the same values of α, P, λi, γ

2
i , i = 1, 2 and small enough

0 < ϵ, ϑ,∆A,M ,∆B,M .

Assume (2.21) holds for α, ϵ, ϑ, T,AM , BM ,∆A,M ,∆B,M ,
P, λi, γ

2
i , i = 1, 2. Replacing ϵ and ϑ by ϵ′ < ϵ and ϑ′ < ϑ,

respectively, and recalling (2.19), we have Λϵ′,ϑ′ ≤ Λϵ,ϑ.

Hence, we obtain Φ
(1)
ϵ′,ϑ′ ≤ Φ

(1)
ϵ,ϑ in (2.21). Taking the latter

into account and applying Schur complement to Φϵ′,ϑ′ in
(2.21) we find that Φϵ,ϑ < 0 implies Φϵ′,ϑ′ < 0. 2

3. RAPIDLY TIME-VARYING SYSTEMS WITH
CONSTANT DELAY

We consider the system



ẋ(t) = Ax(t) +B (t/ϵ)x(t− h), t ≥ 0,
x(θ) = ϕ(θ), θ ∈ [−h, 0] (3.1)

where x(t) ∈ Rn for t ≥ 0, A ∈ Rn×n, h, ϵ > 0 and ϕ ∈
W ([−h, 0]). Here, the delayed term x(t−h) is multiplied by
a fast-varying coefficient B (t/ϵ), where B : R → Rn×n is a
piecewise continuous function subject to Assumption 1 and
inequality (2.5). We further make the following assumption

Assumption 3: The matrix A0 = A+Bav is Hurwitz.

Remark 3.1. We assume that A in (3.1) is constant for
simplicity of presentation only. Our approach can be easily
extended to the case of a system of the form

ẋ(t) = A (t/ϑ)x(t) +B (t/ϵ)x(t− h), t ≥ 0

where ϵ, ϑ > 0 and A : R → Rn×n is a piecewise
continuous function satisfying Assumption 1 and Aav+Bav

is Hurwitz. In this case, the transformation (3.3) below will
be replaced by the following transformation:

z(t) = (I − ϱϑ(t))x(t)− ωϵ(t)x(t− h), t ≥ 0

with ϱϑ(t) and ωϵ(t) given in (2.6). In this case Aav need
not by Hurwitz.

Using ωϵ(t) in (2.6), ω̇e(t) in (2.8) and (2.2), (3.1) can be
presented as

ẋ(t) = Ax(t) + [ω̇ϵ(t) +Bav +∆B (t/ϵ)]x(t− h) (3.2)

Introduce

z(t) = x(t)− ωϵ(t)x(t− h), t ≥ 0 (3.3)

which is again continuous and piecewise continuously
differentiable. Differentiating z(t) for t ≥ h (outside of
a nowhere dense set), we obtain the following:

ż(t) = A0z(t)−Bavζh(t) + ∆B (t/ϵ)x(t− h)
+Hϵ(t)x(t− h) +Gϵ(t)x(t− 2h), t ≥ h

(3.4)

where A0 is given in Assumption 3,

ζh(t) = z(t)− z(t− h), t ≥ h, (3.5)

is state error induced by the delay and

Hϵ(t) = Aωϵ(t)− ωϵ(t)A,
Gϵ(t) = Bavωϵ(t− h)− ωϵ(t)B ((t− h)/ϵ) .

(3.6)

By using (2.6), (2.7) and (2.8), we see that

sup
τ∈R

∥Hϵ(τ)∥ ≤ ϵTBM ∥A∥ =: Hϵ,

sup
τ∈R

∥Gϵ(τ)∥ ≤ 0.5ϵTBM (∥Bav∥+BM ) =: Gϵ.
(3.7)

For exponential stability of z(t) subject to (3.4), let 0 <
P,S,R ∈ Rn×n and 0 < α, qi, i = 1, . . . , 4. We consider
the Lyapunov functional

V (t) = |z(t)|2P + VS(t) + VR(t) +

4∑
i=1

Vqi(t),

where

VS(t) =

∫ t

t−h

e−2α(t−s) |z(s)|2S ds,

VR(t) = h

∫ 0

−h

∫ t

t+θ

e−2α(t−s) |ż(s)|2R dsdθ,

are introduced to compensate ζh(t) and

Vq1(t) = q1

∫ t

t−2h

e−2α(t−s) |Gϵ(s+ 2h)x(s)|2 ds,

Vq2(t) = q2

∫ t

t−h

e−2α(t−s) |ωϵ(s+ h)x(s)|2 ds,

Vq3(t) = q3

∫ t

t−h

e−2α(t−s) |Hϵ(s+ h)x(s)|2 ds,

Vq4(t) = q4

∫ t

t−h

e−2α(t−s) |∆B ((s+ h)/ϵ)x(s)|2 ds

(3.8)
will compensate ∆B

(
t
ϵ

)
x(t − h), Hϵ(t)x(t − h) and

Gϵ(t)x(t− 2h).

Differentiating VS and VR along the solution to (3.4) gives

V̇S + 2αVS = (1− e−2αh) |z(t)|2S − e−2αh |ζh(t)|2S
+2e−2αhz(t)⊤Sζh(t),

V̇R + 2αVR ≤ h2 |ż(t)|2R − e−2αh |ζh(t)|2R
(3.9)

whereas
d

dt
|z(t)|2P + 2α |z(t)|2P = z(t)⊤

[
PA0 +A⊤

0 P + 2αP
]
z(t)

−2z(t)⊤PBavζh(t) + 2z(t)⊤P∆B (t/ϵ)x(t− h)
+2z(t)⊤PHϵ(t)x(t− h) + 2z(t)⊤PGϵ(t)x(t− 2h).

(3.10)

Differentiation of Vq1(t) gives

V̇q1 + 2αVq1 = q1 |Gϵ(t+ 2h)x(t)|2

−q1e−4αh |Gϵ(t)x(t− 2h)|2 (3.3)
= q1G

2

ϵ |z(t)|
2

+q1G
2

ϵ |ωϵ(t)x(t− h)|2 + 2q1G
2

ϵ×
z(t)⊤ωϵ(t)x(t− h)− q1e

−4αh |Gϵ(t)x(t− 2h)|2

(3.11)

whereas similar arguments for Vqi , i = 2, 3, 4 yield

V̇q2 + 2αVq2 ≤ q2
(ϵTBM )

2

4
|z(t)|2 + q2

(ϵTBM )
2

2
z(t)⊤×

ωϵ(t)x(t− h)− q2

[
e−2αh − (ϵTBM )

2

4

]
|ωϵ(t)x(t− h)|2 ,

V̇q3 + 2αVq3 ≤ q3H
2

ϵ |z(t)|
2
+ q3H

2

ϵ |ωϵ(t)x(t− h)|2

+2q3H
2

ϵz(t)
⊤ωϵ(t)x(t− h)− q3e

−2αh |Hϵ(t)x(t− h)|2 ,
V̇q4 + 2αVq4 ≤ q4∆

2
B,M |z(t)|2 + q4∆

2
B,M |ωϵ(t)x(t− h)|2

+2q4∆
2
B,Mz(t)

⊤ωϵ(t)x(t− h)− q4e
−2αh×

|∆B (t/ϵ)x(t− h)|2 .
(3.12)

Finally,

h2 |ż(t)|2Rz
= h2η⊤(t)Λ⊤RΛη(t),

Λ = [A0,−Bav, In, In, In, 0] ,
η(t) = col {z(t), ζh(t),∆B (t/ϵ)x(t− h), Hϵ(t)x(t− h)

Gϵ(t)x(t− 2h), ωϵ(t)x(t− h)} .
(3.13)

From (3.10)-(3.13) we have

V̇ + 2αV ≤ η(t)⊤Ψϵ,hη(t) ≤ 0 (3.14)

provided



Ψϵ,h =


Ψ

(1)
ϵ

P
0

P
0

P
0

σϵIn
0

∗ −q4e−2αhIn 0 0 0

∗ ∗ −q3e−2αhIn 0 0

∗ ∗ ∗ −q1e−4αhIn 0

∗ ∗ ∗ ∗ −βϵIn


+h2Λ⊤RΛ < 0,

Ψ(1)
ϵ =

[
ψ −PBav + e−2αhS

∗ −e−2αh(S +R)

]
+ σϵ

[
In 0
0 0

]
,

ψ = PA0 +A⊤
0 P + 2αP +

(
1− e−2αh

)
S,

σϵ =
q2(ϵTBM )2

4
+ q1G

2

ϵ + q3H
2

ϵ + q4∆
2
B,M ,

βϵ = q2
4e−2αh − (ϵTBM )

2

4
− q1G

2

ϵ − q3H
2

ϵ − q4∆
2
B,M .

(3.15)
We are now ready to state the main theorem of this section.

Theorem 3.1. Consider the system (3.1) subject to As-
sumptions 1 and 3. Given the matrices A0, A,Bav ∈
Rn×n, constants 0 < α, ϵ, T,BM , h and tuning parame-
ter 0 < ∆B,M , let there exist matrices 0 < P, S,R ∈
Rn×n and scalars 0 < qi, i = 1, . . . , 4 such that
κϵ := ϵTBM

2 < e−αh and the LMI (3.15) hold. Then
the system (3.1) is exponentially stable with decay rate
α > 0. The LMI (3.15) is always feasible for small
enough 0 < α, ϵ, h,∆B,M . Furthermore, let (3.15) hold
for some ϵ, h, α, T,BM ,∆B,M , P, S,R, qi, i = 1, . . . , 4.
Then, (3.15) is feasible for any ϵ̄ < ϵ and the same
h, α, T,BM ,∆B,M , P, S,R, qi, i = 1, . . . , 4.

Proof : Due to space constraints, we only provide a sketch.
First, Feasibility of the LMI (3.15) implies that there exists
a constant 0 < M such that

|z(t)| ≤Me−α(t−h), t ≥ h. (3.16)

Next, for any k ∈ N, we denoteXk = supτ∈[kh,(k+1)h) |x(τ)|.
From (3.3) and (3.16), we find that Xk+1 ≤ Me−αkh +
κϵXk, k ∈ N. Comparing with the solution of the linear
difference equation

Yk+1 =Me−αkh + κϵYk, k ∈ N. (3.17)

with X1 = Y1 it follows that

|x(t)| ≤ Xk ≤
(
κ−1
ϵ (X1 − µϵ,h) + µϵ,he

αh
)
e−α(t−h).

Consider (3.15) with ϵ = ∆B,M = 0, which implies
σϵ = 0 and βϵ = q2e

−2αh. By Assumption 3, there exist
0 < P,S,R ∈ Rn×n and small 0 < α ∈ R such that

Ψ1 + h2
[
A⊤

0

−B⊤
av

]
R [A0 −Bav] < 0, (3.18)

provided h > 0 is small enough. Fixing such 0 < α, h,
taking qi = q, i = 1, . . . , 4 for q > 0 large enough
and applying Schur complement in Ψϵ,h, we find that
(3.15) holds. By continuity of eigenvalues, we have that
κϵ < e−αh and (3.15) hold for the same α, h and small
enough 0 < ϵ,∆B,M .

If (3.15) hold with ϵ, h, α, T,BM ,∆B,M , P, S,R, qi, i =
1, . . . , 4 then Schur complement of (3.15) and monotonic-
ity of κϵ < e−αh yield feasibility of (3.15) with ϵ̄ < ϵ and
the same h, T,BM ,∆B,M , P, S,R, qi, i = 1, . . . , 4. 2

Corollary 1. Fix α, T,BM ,∆B,M and let ϵ∗ > 0 be such
that there exists h > 0 for which the LMI (3.15) is feasible

with (ϵ∗, h). Define h∗ : (0, ϵ∗] → (0,∞) by

h∗(ϵ) = sup {h > 0 | (3.15) is feasible for (ϵ, h)} . (3.19)

Then h∗(ϵ) is positive and non-increasing on (0, ϵ∗].

Remark 3.2. In Fridman and Zhang [2020], the delay
bound which preserved the stability of the system was
of the order of the time-scale ϵ. Here (3.3) decouples the
effects of the delay bound and ϵ on the stability of the
system, thereby allowing to obtain stability of (3.1) for
non-small delay h, relative to ϵ.

4. NUMERICAL EXAMPLE

We show that our method is complementary to that of
Fridman and Zhang [2020] and Zhang and Fridman [2022].

4.1 Rapidly varying persistently excited system

We consider stability of the following persistently excited
system [Fridman and Zhang 2020, Example 3.1]

ẋ(t) = −p (t/ϑ) p (t/ϑ)⊤ x(t), t ≥ 0,

where x(t) ∈ Rn and there exists constants 0 < ρ < M
such that

ρIn ≤
∫ 1

0

p (τ − θ) p (τ − θ)
⊤ ≤M2In, τ ≥ 1.

Recalling (2.1), here we have A (t/ϑ) = −p (t/ϑ) p (t/ϑ)⊤,
whereas B ≡ 0.

We consider the case n = 1, Aav = 0.5(M2 + ρ), ∆A =
0.5(M2 − ρ), where M = 1 and ρ = 0.55, as in [Fridman
and Zhang 2020, Example 3.1]. Choosing further α = 0.5,
we find that feasibility of the LMI of Theorem 2.1 is
preserved for ϑmax = 0.1544. In comarison to [Fridman
and Zhang 2020, Example 3.1], where ϑmax = 0.0645, our
approach performs better in this example.

4.2 Stabilization by fast switching

Consider stabilization by fast switching of a linear system
[Fridman and Zhang 2020, Example 4.2]. Let ϵ > 0 and

A1 =

[
0.1 0.3
0.6 −0.2

]
, A2 =

[
−0.13 −0.16
−0.33 0.03

]
and set

A(τ) =

{
A1, τ ∈ [k, k + 0.4), k ∈ Z+

A2, τ ∈ [k + 0.4, k + 1), k ∈ Z+
. (4.1)

Given τ ∈ [k, k + 1), (4.1) can be written as

A (τ) = χ[k,k+0.4) (τ)A1 +
[
1− χ[k+0.4,k+1) (τ)

]
A2,

where χ[a,b) is the indicator function of the interval [a, b).
Note that A (τ) is 1-periodic.

Consider (2.1) with ϑ = ϵ, A (t/ϑ) from (4.1), B(t) =
[0, 1]⊤. Recalling (2.2) and (2.5), we find that T = 1 and

Aav = 0.4A1 + 0.6A2 =

[
−0.038 0.024
0.042 −0.062

]
, Bav = B

where σmax(Aav) ≈ −0.08394. Furthermore, AM =
max (∥A1∥ , ∥A2∥) ≈ 0.63245 and BM = 1. We fix α =
0.005 and verify the LMI of Theorem 2.1. The LMI was
found feasible for ϑmax = 0.0376. Next, we consider
ϵ = 0.025 constant disturbance d(t) ≡ d. An upper bound



Fig. 1. Theorem 3.1: feasibility preserving (ϵ, h). Top:
X = h, Y = max ϵ. Bottom: X = ϵ, Y = maxh

on the ISS gain, β2 in (2.22) (computed from (2.23)-
(2.25)), is given by 1.079 × 102. In comparison to [Zhang
and Fridman 2022, Example 4.2], where the corresponding
value of ϑmax = 0.1306, the results obtained using the ap-
proach developed in this paper are conservative. However,
differently from Fridman and Zhang [2020], our method
can easily cope with two fast time-scales.

Consider now the system (2.1) with a constant distur-
bance d(t) ≡ d, ϵ ̸= ϑ, A(τ) from (4.1) and B (θ) =

[0 1 + 0.1 sin (2πθ)]
⊤
. Note that B(θ) is 1-periodic with

Bav = [0 1]
⊤

and BM = 1.1. We fix ϑ = 0.025 and
ϵ ∈ 1

π · [0.0002, 0.5] with grid of step side 0.0001. Note
that A (t/ϑ) and B (t/ϵ) do not have a common period.
Hence, the approach in Fridman and Zhang [2020] cannot
be used in this system. Choosing α = 0.005 and restricting
the bound on the ISS gain, β2 in (2.22) (computed from
(2.23)-(2.25)), to be at most 1.079 × 102, we verify the
LMI of Theorem 2.1 to obtain the maximal value of ϵ
which preserves feasibility of the LMI. The LMI was found
feasible for ϵmax = 0.178. Comparing to the previous
simulation with ϑmax = ϵmax = 0.0376, we see that for two
independent time-scale parameters, the magnitude of ϑ is
a larger constraint for feasibility of the LMI of Theorem
2.1 than the magnitude of ϵ in this example.

Next, we consider the delayed system (3.1), where we
choose A = 0 and B(t) = A(t) from (4.1). We fix the
decay rate α = 0.005. Then, the LMIs of Theorem 3.1
were checked for feasibility twice. First, for ϵ ∈ [0, 0.0475]
the LMIs were verified to find the maximal value of h,
which preserves feasibility. Second, for h ∈ [0, 0.356] the
LMIs were verified to find the maximal value of ϵ, which
preserves feasibility. The results are given in Figure 1.
Differently from Fridman and Zhang [2020], where ϵ and
the delay bound were of the same order, it can be seen
that as ϵ→ 0+, the value of h∗(ϵ) (see (3.19)) grows.

5. CONCLUSION

This paper presented a novel quantitative approach to
stability of linear continuous-time systems. Differently
from the time-delay approach to averaging, our method
is efficient for systems with fast-varying almost periodic
coefficients with multiple independent time-scales, as well
as to such systems in the presence of constant delay, which
does not vanish when the small parameter approaches zero.
Moreover, our approach leads to essentially simpler single
reduced-order LMI with fewer decision parameters. Future
work may include improvement of the method and its
extension to time-varying delays.
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