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Fig. 1: Gaze-adaptive UIs in AR enable one of the most effortless and implicit access
methods to context information inherent in world objects. For example, interactive
objects have subtle visual indicators that, when fixated with the eyes, open information
panels (a). When opened, further UI elements utilise the eyes’ dwell-time as a technique
to browse more pages or activate sound files on-the-fly (b).

Abstract. This paper presents the results of an empirical study and
a real-world deployment of a gaze-adaptive UI for Augmented Reality
(AR). AR introduces an attention dilemma between focusing on the re-
ality vs. on AR content. Past work suggested eye gaze as a technique to
open information interfaces, however there is only little empirical work.
We present an empirical study comparing gaze-adaptive to an always-on
interface in tasks that vary focus between reality and virtual content.
Across tasks, we find most participants prefer the gaze-adaptive UI and
find it less distracting. When focusing on reality, the gaze UI is faster,
perceived as easier and more intuitive. When focusing on virtual content,
always-on is faster but user preferences are split. We conclude with the
design and deployment of an interactive application in a public museum,
demonstrating the promising potential in the real world.

Keywords: Gaze Interaction · AR · Eye-tracking · Adaptive UI.

1 Introduction

Head-worn AR displays, that superimpose graphics and text over the appropriate
objects in the user’s view, have the potential to enable a new way of seeing the
world [10]. Users can be assisted in a range of activities from everyday scenarios
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to obtain contextual information of the world (e.g., restaurants, streets, sights)
to interactive architecture and museum tours to gain guidance and knowledge
about the artifacts. This introduces a key user interface (UI) challenge of user
access to contextual information through interfaces in form of panels or windows
anchored to real world environments. Virtual content can occlude the visibility
and distract users when attending to the real world, and environments cluttered
with too many panels can feel overwhelming.

As an alternative to always-on interfaces, adaptive context-aware AR pursues
the idea to present appropriate information at the right time through analysis of
context information [12]. This is particularly useful in scenarios where the hands
may not be available or desired to employ for the selection and deselection of
casual AR information. A promising method of adaptation is to exploit the user’s
visual attention as context information, being highly indicative of what we are
interested in [33, 45]. Eye-tracking modules are increasingly integrated with AR
devices such as the Microsoft HoloLens 2 or Magic Leap One. Gaze, as the point
where our eyes converge, can be harnessed to adapt information availability and
density. Several prototypical gaze-adaptive UIs were proposed in the literature
[1, 23, 33]. However, there is a lack of empirical evidence with regards to user
experience and performance, making it difficult to assess the feasibility of the
concept in the maturing AR landscape.

Our work aims to fill this gap, by presenting an empirical experiment in the
lab, and a field study of the gaze-adaptive UI in a real world scenario. Figure 1
provides an overview of the concept, technical prototypes and the two studies.
Users can access additional information of an object by looking at an indicator
located nearby. After a time threshold, the UI element is ‘activated’ and opens a
window of appropriate information. For example in a virtual city environment,
the user can look around the scene, and fixate objects of interests such has the
lamp to quickly open a definition of it (a).

Our first contributions is an empirical comparison of the gaze-adaptive to
an always-on UI. the latter is representative of the default way to visualise AR
contextual information in the world. This allows us to establish a ground truth
for future developments and studies with gaze in AR. The comparison is two-fold,
to understand both perspectives of the attention dilemma in AR. First, users
focus on the reality, tasked to find ”real-world” objects in this environment while
AR panels can be in the way. Second, users focus on virtual content, by searching
particular information in the AR panels anchored to objects in the vicinity. The
results of the study provide insights on the performance, user experience, and
occlusion trade-off:

– For the reality focused task, users performed faster with gaze-adaptation,
found it easier, more intuitive, and preferred it.

– For the virtual UI task, as expected users were faster when seeing all in-
formation, but user preferences were split between the two techniques (11
gaze-adaptive vs. 10 always-on UI).

– Across both tasks, most users prefer using the gaze-adaptive UI, and find it
less distracting.
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Furthermore, to understand gaze-adaptation in practice, we present a novel
gaze-adaptive AR application specifically tailored to a museum scenario. Figure
1b shows the application in action in a real museum where we deployed it.
Wearing the AR headset, users view the museum artifacts and can interact with
superimposed information. Complementary to physical information on a desk,
users can directly read and hear about the artifacts by looking at visual indicators
close to each artifact. The opened information interface has further buttons,
to browse more information by dwell-time. We conducted a field study where
participants report on their experience, overall showing a positive reception of
this method and further ideas for improvements.

Together, these findings allow to gain a better understanding of the various
trade-offs and the overall viability of gaze-activated AR information, of value
for designers and researchers working to bring AR applications beyond the lab
toward an efficient and natural way in everyday environments.

2 Background and Related Work

2.1 Gaze Interaction

Eye-tracking has the potential to facilitate our interactions with computers,
making them more intuitive and responsive [6]. A major usability challenge with
gaze input is the involuntary selection of elements when these are being gazed
at by the user (”Midas Touch” problem [17]). Several selection confirmation
mechanisms were investigated for objects including mouse press [17], gestures
[35], touch input [34, 41], controllers [21, 42] and menus [36].

A popular approach is dwell time. It gives users a time window to look at
an object before the user’s gaze is interpreted as a command, e.g., to trigger a
selection [4, 17, 30, 44, 40]. The limitations of dwell are response time, as the user
needs to wait until the timer finishes, and false triggers, if accidentally dwelling
on objects for too long. We focus on revealing information based on user interest.
This is a more forgiving task, as users can simply avert their gaze if not interested,
but requires a different design of timing parameters we introduce later.

Gaze has been explored for head mounted AR devices. Kyto et al. studied
different selection techniques in head mounted AR displays, comparing their use
of gaze or head ray as primary input with secondary refinement methods like
hand gestures or external devices [21]. Ishiguro et al. used gaze as a filtering
mechanism to avoid occlusion when visual information is overlaid [16]. They
explored annotations at the edges of the display, with symbols that could be
recognized peripherally. Upon being gazed at, these annotations would expand
with detailed information. Tonnis et al. explored a mechanism, presenting con-
textual information at an offset from the user’s gaze point. This allows the user
to freely interact with an interface or the world, and only when attending to the
information, it will stay in place [43]. Rivu et al. developed a prototype for a
face-to-face AR interface for people, where information is indicated next to the
user and gazing at them allows to reveal them [38].
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Our work is complementary, focusing on the more general approach of pro-
viding information in the vicinity of objects through an implicit gaze activation,
and then allow users to explicitly trigger more content. Such an implicit ap-
proach is closely related to Vertegaal’s Attentive User Interfaces (AUIs) [45], a
general concept where displays adapt to the user’s attention capacities. We inves-
tigate this approach for AR, where it is a more significant problem of attention
management between real world and digital augmentation.

2.2 Adaptive AR

AR display technology affords many use cases where virtual content overlays real
content in everyday environments [10], and creating such mixed reality content
is becoming increasingly possible for a range of users [32]. A major challenge is
that the virtual content can be informative, but also obstruct the user’s view
and important real-world information. This is recognized in AR research as the
”label placement problem” [2, 39].

Several researchers have thus investigated particular placement parameters
for information close to objects [13, 24]. Bell et al. introduced view management
techniques that used scaling, transparency, and repositioning to avoid occluding
places of interest or other annotations, while enabling functional grouping [3].
Julier et al. used different rule-based filtering methods to avoid information over-
load, employing distance, visibility, object importance, and task relevance [18].
Keil et al. used camera and motion based techniques to minimize information
overload [19], while Fender et al. explored automated placement optimization of
visualizations based on user behavior and information quality [11].

AR systems can be improved by making them adaptive to context infor-
mation on user and environment. Ajanki et al. [1] used gaze patterns, implicit
speech recognition, the user’s task, and physical location, to deliver highly rel-
evant augmented information retrieved from the web. Feiner et al. described a
system that took into account user’s environment to determine an optimal data
density [9]. Lages and Bowman investigate adaptive interfaces during walking,
where information is offered through 2D windows that follow the user and adapt
to the environment [22]. Lindlbauer at al. developed a context aware system
that responded to cognitive load, reducing the augmentation density, position-
ing, and time accordingly [7]. Further potential of mobile AR has been explored
by Höllerer et al. via eye-tracking and location awareness [14]. White et al.
explored situated pattern visualization for urban planning and site visits, elimi-
nating the memetic accuracy loss experienced with attention switches between,
e.g., a map and the real environment [46].

Little work empirically studied gaze for context-aware AR. Kim et al.’s Shop-i
concept demonstrated that users recognized the value of gaze-aware digital la-
bels laid over the real-world in a shopping environment [20]. McNamara et al.
demonstrated that having gaze dictate ’where’ and ’when’ to display such la-
bels improved users’ performance when searching for contextual information in
VR [26, 27]. Their studies compare early prototypes of various methods such
as always-on labels, labels using a clamped squared relationship between their
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anchor and the user’s gaze point, labels remaining visible for a short amount of
time after being gazed at, and labels with a trigger and exit radius [28, 29]. They
found a combination of the latter two to be ideal, which we build upon.

Closely related is the research on Glanceable AR [8, 15, 23]. We share focus
on temporary accessible information, and the potential integration of gaze for
interaction. Lu et al. focus on a personal UI that allows notifications to be
triggered and typical apps as found in a smartphone to be accessed quickly [23].
Inamov et al. studied positioning information relative to the object [15]. We
extend their work by focus on 1) world-fixed interfaces which is different to a
personal UI [23] (e.g., having a large number of information UIs), 2) eye based
input which has been shown to be different to head direction [5] ([8, 15] do not
use eye gaze), and 3) contributing insights from a controlled lab and a field study.

Lastly, our work is inspired by recent work on the ARtention design space
of gaze for AR scenarios proposed in [33]. They formulate three roles for gaze:
reveal information, select information, and browse information, demonstrated in
three applications. We extend their work by providing 1) an empirical evaluation
of using gaze to transition from reality to virtual UI focus, and 2) design a new
application that integrates all three roles of the design space.

3 Looking for Info: Gaze Adaptive AR

Building on the prior work, the main idea is to utilise eye gaze input of the user
to access information bits in AR. Meaning, users can look at meaningful points
of the real environment, and when indicating interest by gazing at a particular
point, the system provides the user with additional information. In order to
better ground our design and study efforts, we formalize the properties of a gaze
adaptive AR system across three dimensions:

Temporal Activation. This is defined as how long a user needs to look
at a real-world object to trigger any embedded AR panel. In some tasks (e.g.,
information retrieval) the user might prefer immediate AR panel activations,
while in others a delay can make for a more pleasant and seamless experience.

Spatial Activation. This is defined as the area a user needs to gaze at to
trigger an AR panel, and its size can vary in different ways. For simple, self-
contained application where the user is not required to move, each activation
area can have the same size for UI consistency. For an in-the-wild application
these activation areas can match the scale of the objects as they are perceived
by the user, facilitating the activation of AR panels in their immediate vicinity.

User Feedback. Finally, we need to consider the various states an adaptive
AR panel can be in (Figure 2). Before being gazed at, an object can already dis-
play an icon or symbol that highlights it holds a gaze-adaptive panel to explore.
During dwell this icon or symbol can be used as progress bar not only so the
user receives feedback the system understands its intent, but also to give users
a chance to advert their eyes if they do not wish to trigger the AR panel.
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Fig. 2: The concept of gaze-adaptive AR UI from the user’s perspective. The user
views a city and can gaze at one of the panel’s indicators. Then, the feedback indicates
progress of the dwell time, which leads to opening the content.

4 User Study: AR vs World Focus

Our first study investigates the effect on user performance and experience when
using a gaze-adaptive UI compared to a baseline condition. We use two tasks to
vary whether the user focuses on interaction with real objects, or on interaction
with the virtual content provided by AR. In the task, the user either searches
for a specific AR information, or for an object in the environment.

Baseline Rationale. We use a baseline of showing information all the time, as this
is a common depiction of AR use in everyday environments such as Feiner’s illus-
tration of a AR-mediated city [10]. We considered several baselines. A button-
triggered UI baseline is popular, but with our focus on lightweight information
access [8, 23, 33] it may not be ideal. It is possible that the hands may be occu-
pied or otherwise unavailable. It is also overhead for simple information access,
e.g., the user would point & click on each information panel in each single trial.
Similarly, in peripheral vision approaches [16], the user would have to divert their
eyes off to the periphery for each panel. We also considered a context adaptation
baseline. But we consider these approaches as different and complementary. It
uses knowledge from context data to suggest a potential selection. If context
data is insufficient to make a selection, the user can utilise a method where they
are in more control by gaze.

We chose always-on information as baseline. This is as Feiner’s vision [10] is
still desirable today, i.e. that the world is augmented with informative context
information. But it is an open question how to design access to those, and how
adaptive methods such as eye gaze are different to such an always-on method.

Research Questions. The research questions of this study include:

– User performance: How is user performance affected in the object search?
While the gaze-adaptive UI shows up to one AR panel at a time, they dy-
namically appear at gaze – it is unclear how this affects the task performance.
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Fig. 3: The virtual city environment from the first study from a participant’s perspective
during the always on condition. A trial displaying 20 (left) and 40 AR panels (right).

– User experience: Even if always-on is faster in one task, performance is
not necessarily linked to preference. Which method do users prefer for each
task, and across both tasks as a generic UI mode?

4.1 Experimental Design

Our study followed a within-subjects design (balanced using a Latin Square) with
two independent variables: AR panel behavior (all on, gaze adaptive) and search
task (information, object). Participants interacted in a city-like environment that
is inspired by Feiner’s illustration of a AR-mediated city [10], representative of
these types of search tasks while using AR. We implemented this experience
using a VR setup for increased fidelity and ecological validity [25].

AR panel adaptation method. As the name implies, in the all on condi-
tion all AR panels were displayed concurrently. In the gaze adaptive condition
we employed a triggering mechanism that relied on a temporal activation of
300 ms. We chose this as our pilot tests have shown that this provides a good
compromise between fast activation and minimal accidental activation. In our
pilot, 15 users tested object activation times from .3s to 3s in a simplified envi-
ronment and provided preferences. The spatial activation was implemented by
a 2×2 m which allowed to easily gaze on objects without interference from the
eye-tracker’s precision. User feedback consisted of a progress bar (see Figure 4 –
top). These parameters are optimised for our study task – and can be adapted
when used in other use cases (e.g., as in the following study).

Task. In the information condition participants were tasked with finding the
year in which a building was completed. This information was present in each
AR panel associated with the various buildings in the scene – the year in which
each building was completed was randomized at the start of each new trial. In
the object condition participants were tasked with finding a 2D representation of
a person, animal or object (see Figure 4 – bottom) randomly placed in the scene
at the start of each trial. An object was ”found” when gazed at for 2 seconds.

Repetitions. Finally, to add variety to our trials in terms of potential oc-
clusion and information overload, we varied the number of AR panels available
in the scene between 20 and 40. This was randomized but equally distributed
among conditions so that each user experienced each layout once (see Figure 3).
This leads to 2 adaptation methods × 2 tasks × 2 repetitions = 8 trials per user.
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Fig. 4: Elements from the conditions in the first study. Top: three states of our gaze
adaptive mechanism: (a) progress bar associated with an AR panel before being gazed
at; (b) progress bar during dwell; and (c) the AR panel after being triggered. Bottom:
objects a participant had to find in the object condition.

4.2 Experimental Setup

The city-like environment was implemented and deployed using the same setup
as in the pilot study (Unity, HTC Vive Pro Eye). This included various buildings
such as skyscrapers and apartments, a grocery store and a fuel station, and other
pedestrians and cars that moved around. The AR panels associated with these
elements had similar properties: a headline and a body of 250 characters dis-
played in white on a semi-transparent black background. These panels displayed
appropriate content, such as opening times or the age of the building, and were
displayed on average at 16.56 m (SD = 16.6) from participants’ starting position
(≈ 7.15◦ of visual angle). This made them easy to gaze at with the eye-tracker
employed in the study. In case of occasional occlusions, the AR panel closest to
the participant was triggered. Finally, participants were free to move in a small
area of 3×3 m at the center of the scene – the bird’s eye view of this scene,
together with all AR panel locations can be seen in Figure 5.

4.3 Procedure

The study took place in a quiet and empty laboratory. Hygiene measures as
required in the institution were ensured for each user as of COVID-19. After
providing consent and filling in the demographic questionnaire, participants cal-
ibrated the eye-tracker and started the study. Only brief instructions were given
as training, as the task was straightforward for all users to perform. At the begin-
ning of each trial, the participant’s goal was displayed in VR, either as question
(i.e. information search) or as the person, animal or object they had to find in
the scene (i.e, object search). This was displayed for five seconds, after which
we would start measuring task completion time. We also told participants that
during object search trials no hints were hidden in any of the AR panels and
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that these were of no use to the task. After participants completed both search
conditions for each of the AR panel behaviors they filled in a brief usability
survey using a 5-point Likert scale.

Survey questions were specifically chosen based on what we aim to find out:
how easy and intuitive the task was and how stressed and distracted participants
felt. The 4 Likert questions were: “Performing the task using this adaptation
was easy/intuitive/stressful/distracting”. They were chosen to assess the trade-
off between performance and experience. After completing all tasks, participants
reported on their favorite conditions and provided a brief rationale.

4.4 Participants

26 people participated in the study (5F) with a mean age of 29.2 years (SD = 10).
Using a 5-point Likert scale participants reported high affinity with technology
(M = 4.23, SD = 0.86) and moderate VR / AR affinity (M = 2.88, SD = 1.24).

4.5 Results

Below we report on task completion times, usability and user feedback/preference.
As two users were identified as outlier as of large times, we excluded them from
the statistical analysis.

Task Completion Times We conducted a Shapiro-Wilk test using SPSS. It
showed that the data of all conditions follow a normal distribution: information
task + all on (p=.11), information task + gaze (p=.51), object task + all on
(p = .39), object task + gaze (p = .2). An ANOVA showed a significant ef-
fect of task (F(1,25)=257.4, p¡.001, r=.88) and adaptation method (F(1,25)=12,
p=.002, r=1) on task completion time, as well as a significant interaction effect
(F(1,25)=12, p¡.001, r=.63). Post-hoc pairwise comparisons with Bonferroni cor-
rections showed the two techniques had a significant effect on task completion
time in the object (p = .035) and information search task (p = .002). In in-
formation search the particular times are all on (M=21.48s, SD=12.01s), gaze
adaptive (M=37.3s, SD=17.4s); in object search all on (M=12.4s, SD=6.5s), gaze
adaptive (M=9.4s, SD=3.7s). This shows that the All on method was faster in
information search, and the Gazeta = 0 method faster in the object search task.

Usability Usability results are shown in Figure 6 b) and c). We used a Fried-
man test with post-hoc Wilcoxon signed rank tests with Bonferroni corrections,
of which we report the significant results only. For the information search task,
the effect of the adaptation method was statistically significant for the category
“distracting” (Z=-2.8,p=.006, r=.4). For the object search task, significant ef-
fects were revealed in categories ”ease” (Z=-2, p=.047, r=.29), ”intuitiveness”
(Z=-2, p=.042, r=.29), and ”distracting” (Z=-3.6, p¡.001, r=.52). Users found
Gaze adaptive (M=4.62, SD=.58) easier to use than All on (M=4.17, SD=.96).
Users perceived Gaze adaptive (M=4.62, SD=.58) as more intuitive than All on
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Fig. 5: The city-like environment used in the search study. All the AR panels are dis-
played in green, and participants’ play area is displayed in red (i.e., the area in which
participants were free to move in during the study).

(M=4.1, SD=1.1). Lastly, they found All on (M=3.1, SD=1.35) more distracting
than the Gaze adaptive technique (M=1.63, SD=.86).

User Feedback The general concept of gaze-based AR activation was well
received and described as ”immersive” [P7, P12] and ”practical” [P17]. P17
said: ”this could replace looking at your phone while walking (...) to find out
information about a shop or something (...)”.

Information search task. 10 out of 26 participants preferred the all on
panel behavior setting, with nine participants highlighting the speed and ease
at which information could be scanned. Other reasons for this preference were
the reduced visual movement necessary [P18] and the reduced likeliness of over-
looking some information [P4]. The gaze adaptive condition was preferred more
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Fig. 6: Results of the search study: a) Average task completion time for the two tasks
and conditions. Likert rating for information b) and object search task c). The error
bars denote 95% CI.

often (11 out of 26 participants), with six participants mentioning reduced in-
formation overload. Two participants reported that this was a ”more pleasant”
mechanism for prolonged use, and others reported they could focus better on a
single panel in this manner [P05], allowing them to build a better understanding
of where they had looked already [P23]. More generally [P6, P14, P22] reported
preferring the ”feel of it”, but [P23] suggested a more explicit gaze behavior to
trigger the AR panels (e.g., a ”blink or similar”). The remaining five participants
did not express any preference.

Object search task. 24 out of 26 participants preferred the gaze adaptive
AR panels, citing being less distracting (14), not getting in the way of the search
task (6), and how intuitive it was [P6, P13]. On the other hand, the all on behav-
ior was preferred by one participant who could ”easily search around the panels”
[P22]. Finally, one participant reported no preference as it felt the progress bars
that responded to gaze could be distracting [P25].

Concurrent search tasks. Lastly, we asked participants to imagine a more
representative scenario where they would often have to alternate between be-
tween information and object search tasks. In this scenario most participants
still preferred the gaze adaptive behavior (22 out of 26), with one participant
highlighting how AI could play a crucial role in this domain: ”maybe the adoption
of different (dwell) times for different objects (...) according to your interests.”
[P25]. Further, one participant referred that the dwell user feedback was quite
effective at promoting exploration. Finally, two participants reported no prefer-
ence in this scenario, and one reported preferring the all on panel behavior.

4.6 Discussion

We studied a gaze-adaptive UI for AR in a virtual city with a plethora of infor-
mation, firstly quantifying the trade-off between performance, user experience,
and occlusion issues. The main insight is that users, after experiencing both
tasks, find the gaze-adaptive UI more suitable as a UI mode. Users found the
always-on condition, a default AR viewing mode, more distracting in both tasks.

In the task where users focused on the VR environment, we discovered that
users are faster with the gaze-adaptive UI and found it easier and more intuitive.
Note that it would be misleading to assume that this is an expected result. The
gaze-adaptive UI dynamically triggers information on gaze, which could as well
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Fig. 7: Various examples of AR panels from our museum AR prototype application: (a)
shows a first AR panel after it has been triggered, simply displaying the name of the
object it is matched to and a green controller that can trigger further content (b and
c). Gazing at content in purple plays back audio (b). Finally, the purple line is purely
illustrative of the user’s gaze and was not shown in the UI.

be distracting, and affect performance, compared to a static information visual-
isation. Yet, our study showed that this is not the case in the tested condition.

In the task where users focused on retrieving information from AR panels,
interestingly we find that even when users are faster with the All on condition,
users preferences were split, and they also found the constant display as more
distracting. Thus, in cases when usability is prioritised over performance, as it
can be with many open AR environments, the gaze-adaptive UI is a promising
alternative UI mode.

Our study has several limitations to consider when interpreting the findings.
It was focused on an abstract virtual city task (not real AR), and a basic task
of visual search. Such an abstraction allows to gather a more generalisable re-
sult, however real world situations can be different and the UI is likely to need
adaptations. To better understand the utility in practice, in the following we
investigate gaze-adaptation for a real use case.

5 Field Study: Museum Application

Following prior work in which deployments in museum were used as a powerful
approach for in-situ studies of novel technologies and concepts and to validate
lab findings [37], we implemented a prototype application for use in a museum.
The application came and was a classic example of an AR application that can
provide relevant information and media-rich content without getting in the way
of the user’s experience. This was studied during a museum’s standard opening
hours and lasted for three days. We recruited 50 participants on the spot as they
visited one of the museum’s exhibitions. We observed a balanced split between
young/senior adults, no gender bias, and high diversity in nationality, but did
not collect specific demographics to minimize the study duration.
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5.1 Experimental Setup

Our prototype was developed for the German Museum in Munich4, Germany and
augments a music studio exhibition spanning approximately 4×2 m and featuring
15 objects. The studio featured historic sound generators/transformers and was
chosen as the location due to a favorable, undisturbed position and because
the available content suited our setup. Participants’ movements were tracked in
front of the exhibition in an area of 3.5×3 m using Vive base stations, and static
hit boxes were placed over each object. The entire interaction was controlled
via gaze, and unlike the previous study, each AR panel had between two to
four layers of information that could contain more content and media (triggered
after a dwell times of 300 ms, see Figure 7). Sound in particular was played while
participants looked at the appropriate AR panel; these were displayed at 35%
opacity so that the exhibition was always perceivable, and always facing the
participant for improved readability.

Since the setup was not a controlled study, we used the chance to test new
ideas and react to participant feedback on the fly. Adjustments and implemen-
tations were done during downtime or before visitors arrived. As such, we com-
pletely refrained from markers indicating interactable objects in initial runs, in
fear they’d obscure the exhibit too much. However, they proved very necessary
according to comments and behaviour of the first ¡ 10 participants (see visual
feedback results). Following participant feedback from the previous study, we de-
signed a simpler user feedback mechanism that displays a relevant character over
an object when this is not being gazed at, instead of progress bar (see Figure 8).
Additionally, these characters faded out once the corresponding AR panel has
been interacted with. These could still be triggered, but now required a dwell
time of 600ms. This way, viewed panels were less prone to accidental activation,
as they are now only offering old, possibly boring information. Since users are
still likely to scan these objects again in search for new, it seemed logical to raise
the respective threshold of confidence for inferred interest, i.e. activation time.
Finally, we used the same hardware as before with the addition of a Zed Mini
Mixed-Reality5 camera for high-resolution video see-through AR (2560×720 p,
60 fps, 110◦ FoV), and thus a more pleasant experience of the exhibition.

5.2 Procedure and Metrics

Participants were acquired by a sign at the exhibition, by evoked interest due to
other users testing the setup, or verbal invitation by the experimenter. Instruc-
tions included a brief explanation of hardware, the UI, and gaze adaptation,
as well as an instruction on how to put on and adjust the headset, which was
helped with if asked for. No particular task was given to participants other than
casually engaging with the augmented exhibition. This was preceded by the cal-
ibration of the eye-tracker and some simple instructions on the functionality

4 Deutsches Museum: http://www.deutsches-museum.de/
5 https://www.stereolabs.com/zed-mini/
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Fig. 8: The museum scene when none of the AR panels are active. A simple and relevant
character is displayed over each object, indicating these can be gazed at for further
content. Two of these characters appear faded out to indicate users already interacted
with them (”G” and ”C”).

of our application. Afterwards, the UI was immediately active and reactive to
gaze. Participants interacted with the prototype for approximately seven to 10
minutes, viewing over 80% of all AR panels developed (including its layers). We
took notes of participants verbal comments and actions, and asked for optional
feedback on ease of use, speed, and how natural the interaction felt (via a 5-point
Likert scale). From mental reconstructions, most verbal comments were positive,
with only a few negative ones. Of the 50 users, 22 left written comments not
referring to technicalities (e.g. headset fit). 14 gave general positive feedback
along the lines of ”interesting”, ”interactive” and ”easy to use”. Others gave
constructive feedback regarding functions and behaviour, e.g. activation time.
The other 28 users only left ratings.

5.3 Results

The application was well received, with median scores of 4 for ease of use (σ2 =
0.33), 5 for speed of use (σ2 = 0.45), and 4 for how natural the experience was (σ2

= 0.68). Participants described it as ”interesting” [P17, P28, P43], ”intuitive”
[P28], ”effective” [P29, P36, P49], ”wonderful” [P37] and ”very cool” [P50].

Temporal Activation. As for the previous implementation, participants
were positive about the short dwell times (300 ms): ”It was so fast it almost felt
supernatural at times.” / ”I especially liked the fast and prompt reaction”. Only
two users preferred longer dwell times [P50]: ”it was like I was being flooded by
information”; ”some sort of confirmation for the activation (...) as I was having
a hard time viewing the objects without AR information” [P49]. In early runs,
longer dwell times were tested to allow spectating the exhibit better, but proved
impractical, as users didn’t gaze long enough to trigger the UI.

Visual Feedback. At the first prototypes without visual indicators, partic-
ipants reported a feeling of ”missing out”, i.e., not knowing if there was an AR
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panel left they had not seen yet. We changed it afterwards and added visual feed-
back in form of letters, as described in the description of the application – which
eliminated this type of question. The experimenter also observed that with this
prototype, users were revisiting the same panels in search for new and partly
missing out on others. For this reason, we added another feature of whether
users have already visited a panel: the corresponding indicator had lower opac-
ity to indicate that it has already been viewed, allowing users to quickly assess
their prior interaction. Also, one user suggested enhancing the letters we used.
We could use descriptive symbols or short names instead of such characters.
Nonetheless the response was quite positive: ”it felt a little too technological at
first, but turned out to be quite useful to find what you had not seen yet”.

Multi-layered AR panels. One concern was the newly added multi-layered
AR panels, which potentially could occlude large portions of participants FoV.
This was proven not to be the case: ”while you are reading the text, you do not
want to view anything else anyway”. Also, while participants managed to unfold
AR panels up to four times, they reported that more than this could quickly
become cumbersome. Finally, the main issue reported was the amount of text in
each AR panel and how this demanded more attention than participants might
want to provide in a casual exploration.

5.4 Discussion

Through this field study we have validated some of our findings from the prior
lab experiment such as the dwell time and the overall use of gaze adaptive AR
panels. We have also expanded on this mechanism by allowing participants to
not only trigger these panels but navigate between layered content using solely
their gaze.

The overall results are very positive, particularly taking into account these
were every day museum attendees with no particular training in AR or eye-
tracking technologies (and despite any novelty effects). Participants seemed mo-
tivated by our user feedback to fully engage with the exhibition, but were not
shy of ideas on how to improve the visual elements of our UI. This included
animations or more focused textual descriptions.

Notably, this was quite a different task from the ones proposed in the pre-
vious study, and future work should consider some of our participant feedback
regarding temporal activations (i.e., it could be found to be too fast for casual,
leisurely explorations). While it’s possible, that results might be affected by the
filter, that only people open to technology were willing to try the prototype, it’s
probably not significant, as most people seemed to be of average technological
understanding. The exhibit, while quite technological itself, was situated in a
non technological part of the museum featuring music instruments in general.
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6 Overall Discussion

We discuss the main trade-offs of gaze adaptive AR interfaces in light of the
study findings and our experiences across the two studies.

Search vs. Occlusion Trade-off. One of the main themes investigated
in the paper is the contrast between the gaze-based adaptation with a default
mode where it is always visible. Our research indicates that it depends on a
search versus occlusion trade-off. The default is best for highest performance to
find a specific information in one out of many panels in the environment, useful
for tasks that prioritise virtual content. The gaze-adaptive UI provides a trade-
off where the reality is temporally occluded, making it easier to perceive and
search in reality, albeit still able to instantly access context information in the
vicinity. Thus, a hybrid technique that prioritizes more real world viewing but
also supports virtual content. We believe our implementation showed promising
results, as users rated it significantly less distracting in both tasks. Future work
could explore different gaze-adaptive UIs to improve search performance, e.g.,
panels that are always-on, but fade out when the user do not fixate them.

Multi-layer Information. Our museum application demonstrated a quali-
tative advantage to an always-on condition. If all the information panels of this
application would be active, the entire field of view is occluded, whereas the
gaze-adaptive UI allowed users to interact with panels on demand. Occlusion is
substantially minimised, as the panels only open when fixating a small indicator
dot on the object, while the remaining object area is free for viewing. Moreover,
by integrating an advanced functionality where users can navigate more pages by
gaze selections allowed to substantially increase the amount of information that
users can experience. This points to thinking of gaze-adaptive UIs for a different
class of use cases, where users often shift their focus between real objects and
the information it could encapsulate.

Advanced Gaze Behaviour Adaptation. By deploying the gaze-adaptive
application in the museum, we gained insights into the applicability and features
of the system. Visitors who experienced the system enjoyed the subtly appearing
augmentations around the museum artifacts they are looking at, and saw the
potential to enrich the experience of exhibits. In addition, we believe that further
mechanisms to adapt to the user’s gaze behaviour can be beneficial, such as sub-
tle indicators that communicate where AR panels reside before active, or historic
gaze information to mark what has been already viewed. The order of appear-
ance of gaze adaptive panels can be based on what the user has seen before,
enabling a story-telling experience that gradually unfolds new information.

Transfer to VR interaction. As the user study shows, many of our findings
regarding gaze adaptive AR interfaces are also applicable in VR. Using gaze as
a modality to access context information seems to be independent from the type
of mixed reality interface, as long as interactable objects are highlighted in an
appropriate way, e.g. by a visual marker.
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Effect of 2D targets. In the object search task of the user study, we chose
to use 2D targets, that always face towards the user and stand out from the 3D
background. This tends to make the task easier in comparison to 3D objects,
that might be occluded or face away from the user. Assuming that the differences
in the task completion time are founded on the distraction of the user by the
panels, it could be stated that the gaze-adaptive method is faster for object
search, even if the task gets more difficult to complete.

7 Design Recommendations

Across the two user studies, we derived the following design recommendations:

– We recommend a fast activation time (0.2-0.5 sec), because in our context
users tended to miss interactive objects as they did not dwell long enough
on them otherwise.

– In the context we studied, occlusion was not a major issue as people seem
to want to view the occluding information anyway most of the time.

– Still, a mechanism for returning to no augmentation is necessary, which could
be simply the user’s action of averting gaze in a less densely augmented area,
or other means of input, e.g. a gesture or gaze reactive HUD element.

– A visual marker indicating interactable objects should be employed to ensure
a good applications experience where users are aware of the interactions
possible. The marker can carry a low level of information, e.g. a letter, symbol
or a short name, as long as it is unobstructive. Moderate colors and reduced
opacity are recommended.

– To give users even more reference for navigation, markers can react to being
activated and change color like a clicked link.

8 Future Work

To assess the effect of the minimal occlusion in the gaze-adaptive UI, it would
be interesting to compare gaze-adaptive UIs to not using AR at all. Addition-
ally, comparing against a manual activation of the AR panels is important to
understand further trade-offs and identify the limitations of the techniques. In
principle we believe manual input is more useful for highly interactive applica-
tions like games or messaging, while gaze-adaptive UIs allow light information
retrieval in everyday situations. Nonetheless, our study reveals, and contributes
a first empirical assessment of the contrasting interaction properties in compar-
ison to a more basic always-on AR experience. Another challenge to consider is
handling and mitigating occlusions as well as testing different methods of con-
veying visual information surpassing text, such as animations, 3d models, or
screen space augmentations corresponding to the currently viewed object.

Furthermore, an examination of additional types of content will be necessary
to exploit the full potential of gaze adaptive interfaces. While gaze adaptation
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as technique for activation is principally independent of the content’s type, pa-
rameters, like dwell or fade out time may be varied.

Our system and subsequent evaluations were based on pass-through AR
with a large headset. The field of view, lower resolution (than real world) and
weight can have an effect on users. We envision our concept to be applied with
lightweight AR devices to fulfill its full potential in everyday settings.

Prior research on interaction in public space shows, people are often in groups
and that user interfaces can be designed to account for this [31]. Future work
could look into how the concept could be applied to multi-user scenarios. This can
point to interesting new ideas, for example, in the museum context, in a group
of people it would be easy to observe if other group members are inspecting
an exhibit or are reading relevant information. If both are wearing AR glasses,
this might be less obvious. Future work could look at mitigating such cases, for
example by providing indicators what fellow visitors are currently engaging with,
or which parts of an exhibit have received more attention by the people.

9 Conclusion

We explored a gaze adaptive UI that allows users lightweight access of context
information about real objects in the environment. Such a method provides a
unique trade-off between reality perception and virtual UI access. We firstly
present an empirical comparison that reveals how user performance and experi-
ence is affected in tasks that focus on either reality or virtual UI. We demonstrate
the utility of the method by a museum application of the concept, that allows
users to consume multi-level information at a glance, and report on user feed-
back from its field deployment. Our research offers insights into trade-offs and
UI design of gaze in more open AR scenarios, and the positive user reception is a
promising result to employ gaze adaptation as an always-on UI mode when AR
becomes more lightweight and populated in the consumer market. In future, we
aim to extend our investigation to more optical see through AR devices and to
broader use cases such as tourism and shopping, as well as effects and preferences
of long term use.
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