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Abstract. Accurate depth perception in co-located teleoperation has
the potential to improve task performance in manipulation and grasp-
ing tasks. We thus explore the operator’s visual space and design visual
cues using augmented reality. Our goal is to facilitate the positioning
of the gripper above a target object before attempting to grasp it. The
designs we propose include a virtual circle (Circle), virtual extensions
(Extensions) from the gripper’s fingers, and a color matching design us-
ing a real colormap with matching colored virtual circles (Colors). We
conducted an experiment to evaluate these designs and the influence of
distance from the operator to the workspace and the target object’s pose.
We report on time, success, and perceived certainty in a grasping task.
Our results show that a shorter distance leads to higher success, faster
grasping time, and higher certainty. Concerning the target object’s pose,
a clear pose leads to higher success and certainty but interestingly slower
task times. Regarding the design of cues, our results reveal that the sim-
plicity of the Circle cue leads to the highest success and outperforms the
most complex cue Colors also for task time, while the level of certainty
seems to be depending more on the distance than the type of cue. We
consider that our results can serve as an initial analysis to further ex-
plore these factors both when designing to improve depth perception and
within the context of co-located teleoperation.

Keywords: Human-robot interaction · depth perception · augmented
reality · robot teleoperation · visual cues · certainty.

1 Introduction

One of the most common tasks in Human-Robot Interaction (HRI) is pick-and-
place since it presents a basic interaction for teleoperation of robotic arms. These
tasks are common in non-standardized assembly workspaces, where target ob-
jects often change in shape and position, which may require the human operator
to fine-control (semi-autonomous) robotic arms to succeed in the tasks.
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Picking an object can be further segmented into 1) (Coarse) Pointing,
which requires the user to identify the location of a target object and conse-
quently move the gripper of the robotic arm roughly to that location; 2) Posi-
tioning, which requires to align the gripper with the target object to successfully
grasp it; and 3) Grasping then requires the user to move the gripper to the
point in space where the object can finally be acquired. While this, at first sight,
might sound straightforward, it often requires many trial-and-error attempts
from the operator due to misjudgments regarding the position in space of either
the gripper or the object. This can lead to precarious situations when handling
hazardous material.

The crucial point in this process takes place while positioning the gripper.
It might not always be possible for the operator to accurately determine the
gripper’s position relative to the target object due to the visual perception of
distance and object’s pose, both factors related to depth perception. Even in
co-located scenarios (robot and operator located in the same physical space)
operators could have a fixed viewpoint due to physical mobility restrictions,
e.g., people with disabilities, or due to environmental limitations, e.g., safety
measures due to the manipulation of hazardous materials. As a result, spatial
abilities are impeded, hindering the operator to correctly identify the shape,
pose, and distance of a target object relative to the gripper and other objects
within the workspace.

Augmented Reality (AR) creates opportunities to improve depth perception
of real-world objects by enhancing the visual space to provide awareness of their
position in the workspace. Some studies present evidence that AR counteracts
visual feedback limitations in teleoperation [39], [53],[19]. Some of these limita-
tions are related to the manner in which humans perceive distance and judge
depth. Humans perceive visually the environment through different visual cues
(monocular, binocular, dynamic) [14]. These cues can be enhanced through AR
and thus refine the visual space. Here, it is important that these cues provide
a message that can be clearly interpreted by the observer, avoiding unnecessary
extra mental processing due to conflicts among cues [29].

In this paper, we contribute to the exploration of the design space to improve
depth perception. Therefore, we first propose three designs of visual cues in AR
that systematically build on each other. Each one considers different design ele-
ments that could foster depth perception in co-located robot teleoperation and
provide a foundation for future HRI designs. Second, we present a systematic
experiment investigating the relationship between the design of visual cues, the
operator’s distance, and the target object pose to evaluate the advantages and
downsides of each visualization concept. Third, we include the operator’s per-
ceived certainty during picking as a novel measure to better understand if and
how objective measures of performance such as success (certainty accuracy or
effectiveness) and time (efficiency) correlate with the subjective certainty of the
operator.
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2 Background

We first review theoretical foundations of visual perception regarding distance
and depth, the use of AR to improve depth perception in robot teleoperation,
and the role of time, success, and certainty in visual perception.

2.1 Visual Perception of Depth

Visual perception can be defined as a complex representation of the visual world,
where features of objects in the environment are collected visually to then be
interpreted through computations in multiple areas of the brain [49]. In order to
visually determine the depth of objects, factors such as size, shape, and distance
are determinants to gain an accurate perception of objects in the environment
[24]. Brenner & Smeets [9] present the relation between size and distance as
straightforward, e.g., smaller sizes provide hints about how distant an object
might be, while shape and distance present a more complex relation. Distance
can compromise determining the shape of objects, e.g., problems in accurately
determining the shape of far-away objects. Further, perceived objects’ shape
varies depending on the manner that they are positioned (pose). Here, having
different perspectives acquired by motion assists with accurately determining an
object’s shape.

Within the visual space, it is relevant to explain the perceived location. This
is understood as the perception of direction and distance from the observer’s
viewpoint (egocentric distance) or the distance between two external points (ex-
ocentric distance) [34]. Related to perceived location, the space layout of a person
is determinant for evaluating distance and depth as farther distances compromise
the manner how objects in the surroundings are perceived. Cutting& Vishton
[12], divide the layout of space around a person into three: personal space (within
2m), typically a stationary working space; action space (from 2m to 30m), which
is the moving and public action space; and vista space (> 30m). Different au-
thors agree that humans underestimate egocentric distances (distance relative
to the observer) in the real-world [33],[34]. Distance can be evaluated through
different measures, e.g., verbal reports, walking around a target, visually match-
ing distances to a familiar one, and blind walking [47]. It can also be estimated
through bisection or fractionation, which consists of determining the midpoint of
a distance from the observer’s perspective to a target, and specify that bisection
does not provide absolute measures of egocentric distances [7].

Humans perceive and interpret distance through a set of visual cues: monocu-
lar (perceived using one eye), binocular (perceived using both eyes), and dynamic
(perceived by movement) [14]. Nonetheless, interpreting all the cues perceived
under some environmental conditions is not a straightforward process. Laramee
& Ware [31] describe it as an ambiguity solving process, where different cues
need to be primed over others to get an accurate picture of the environment
(cue dominance). Further, Howards & Rogers [25] highlight that the reliability
of cues is determined by cue average, cue dominance, cue specialization, range
extension, and probabilistic models.
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Rolland et al. [46] already found a relation between object size and distance in
virtual objects displayed in ARHMD. In Mixed Reality (MR) environments, this
problem can be not only inherited from the real-world but can be exacerbated
[26], [40]. Further, El Jaimy & Marsh [14] present a survey on depth perception
in head-mounted displays (HMDs) and highlight the importance of evaluating
not only depth but also distance perception in virtual and augmented reality
environments.

2.2 Designing to improve depth perception in AR Environments

We consider the work of Park & Ha [41] as a keystone to improving depth
perception in virtual and mixed reality environments. They provide a classifica-
tion of visual enhancements techniques that offer spatial information as follows:
geometric scaling, understood as the variation of size to provide a distance re-
lationship; symbolic enhancements, which are visual representations that allow
creating associations, e.g., a grid surface or ground plane to transfer spatial in-
formation; visual cues, which are a combination of monocular cues to improve
the perception of depth; a frame of reference that provides a mental model of
the environment; and visual momentum, referring to providing perceptual land-
marks to reduce visual inconsistency among different displays/scenes. Following
this line of research, Cipiloglu et al. [11] grouped a series of methods for depth
enhancement in 3D scenes focusing on perspectives, focus, shading and shadows,
among others.

Heinrich et al. [21] provided a state-of-the-art overview of visualization tech-
niques using AR for depth perception. They presented different visualization
concepts that have been applied to improve depth perception with an emphasis
on projective AR without using HMDs. Also, Diaz et al. [13] explored different
factors that influence depth perception in AR such as aerial perspective, cast
shadows, shading, billboarding, dimensionality, texture, and the interaction of
cues. They presented two experiments where they evaluated the effect of these
factors in participants’ perception of virtual objects’ depth relative to real tar-
gets. Their results showed that among all their designs, the use of cast shadows
improved depth estimation the most. This aligns with other studies [56] that
used casting shadows through AR as depth cues. They used pictorial cues (color
encoded markers) to provide information about egocentric distance together with
shadows and aerial perspective, showing similar results in distance perception.

When aiming to enhance the visual space through AR the work of Kruijff
et al. [29] is of particular importance. They identified and classified a series
of factors that affect the augmentations related to the environment, capturing,
augmentations, display devices, and users. These provide a framework to identify
the potential factors that influence depth perception.

2.3 AR for Depth perception in Robot Teleoperation

Previous studies present evidence that AR diminishes visual feedback limita-
tions in teleoperation by providing additional information to the operator [39],
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[52],[19]. Presenting cues through AR could enhance the perception of depth and
distance in the real world. Choi et al. [10] present reinforcement of the user’s cog-
nitive abilities as the purpose of AR. Moreover, the use of AR for robot control
has been found to reduce the mental load in robot programmers [48].

Depth perception is still an issue in MR and teleoperation [10] that invites
further exploration. Casting shadows using AR has been used in the teleoper-
ation of aerial robots [60], [53] since it has proven to support aerial navigation
by improving the spatial relationships between the environment and the aerial
robot. Zollman et al. [60] used different techniques that aim to maintain or repli-
cate natural depth cues to design visual hints (waypoints and pathlists) that
provide flight-relevant information. In pick-and-place tasks, AR has also been
used to present a projection-based AR interface that provides task instructions
[18]. Here, shadows have been used to highlight intended target positions and
thus provide instructions to operators.

2.4 Certainty, Time, and Accuracy in Visual Perception

Certainty can be defined as a sense of conviction and is considered as a founda-
tion of people’s beliefs [42]. In order to achieve “good visual certainty”, observers
need to consider information that goes beyond monocular, binocular, or motion
parallax cues and acknowledge sources of uncertainty, being thus able to predict
an outcome [35]. In order to measure the degree of certainty, people need infor-
mation derived from evidence and time, wherein evidence, in turn, contributes
to accuracy [27].

Evidence can be acquired from experience, where certainty plays a pre-and-
post-decision-confidence role. Pre-decision confidence relates to the current in-
coming information and post-decision confidence is the information derived from
experience [20]. Also, evidence can be acquired through perceptual evaluation,
wherein visual perception has a relevant role. Here, findings of [17] show that
the amount of evidence has a positive correlation with accuracy.

Time plays a significant role in relation to attitude certainty. This relation
has received special attention in neuroscience. Willis & Todorov [55] shown that
a longer period of time allows to form greater impressions of certainty, yet it
does not necessarily improve the impression of accuracy. In line with this view,
Barden & Petty [4] provided evidence that greater thoughtfulness leads to greater
certainty. However, there are controversial results about the influence of time
on certainty. Some studies [3],[2] associate longer times with lower certainty.
Further, Kiani et al. [27] showed that time alone cannot explain fluctuations in
certainty but time together with difficulty have a critical role in certainty.

In visual perception, accuracy is bound to the ability to make a good judg-
ment of the visual stimulus, while certainty relates to the ability to make a good
judgment on the validity of a perceptual decision [35]. Accuracy has been sug-
gested to be connected to the amount of evidence from the environment that
can be collected [44]. Perceived visual certainty can be dissociated from accu-
racy [35], and adding to that, a line of research suggests that time can also
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be disassociated from accuracy [27]. Visual certainty is a topic with controver-
sial findings that has several factors that influence it. Barthelme & Mamassian
[5] found that visual uncertainty predicts objective uncertainty. Interestingly,
Gardelle & Mamassian [16] showed that subjective uncertainty is abstract and
task-independent. They compared identical and perceptual different task-trials
in succession in a visual discrimination task, e.g. the orientation of a bar, and
found no difference between conditions.

3 Exploration of Visual Cues for Co-located
Teleoperation

Building on the research mentioned in Sections 2.2 and 2.3, we present three
designs of visual cues to help operators to evaluate distance and depth which in
turn could allow to better estimate the position of the gripper relative to a target
object for successful grasping. In particular, our designs of visual cues capitalize
on previous findings of the effectiveness of cast and drop shadows [13], symbolic
enhancements [41], and matching physical and virtual landmarks [60] to provide
better awareness of the position of the gripper on the workspace. While some
related work has focused on improving depth perception of virtual objects and
their interaction in the real-world, we focus our designs on using virtual elements
to improve the depth perception of real-world objects. Consequently, all our
designs augment the environment through AR using the Microsoft HoloLens.
As can be depicted in Fig. 1, each of our designs builds upon the previous one.
Thereby, the Extensions include the Circle visual cue and the Colors include
both, the Extensions and Circle.

3.1 Virtual Circle using Cast Shadows (Circle)

In this design, we provide a virtual cue derived from the real-world (the gripper)
which in turn acts on the physical world (workspace). We cast the real grip
region as a virtual representation of it through a virtual circle. This virtual
circle’s diameter matches the width of the grip region and is shown right under
the real gripper on the workspace, see Fig. 1a. We base our design on previous
findings of the efficacy of cast shadows to improve depth perception [13]. Cast
shadows can be described as the shadow of an object that is reflected on a
different surface [59]. This first design of visual cue is minimalistic and intends
to provide a simple and comprehensible hint of the location of the gripper on
the workspace.

3.2 Virtual Extensions as a Symbolic Enhancement (Extensions)

In this design, in addition to the Circle, we virtually extend an object from the
physical world (the gripper). Based on previous work about symbolic enhance-
ments [41] and considering Walker et al.’s framework for AR in HRI [52], we
augment the robot’s end-effector, through a virtual elongation of the gripper’s
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Fig. 1. (a) Circle. (b) Extensions. (c) Colors: Physical color map with matching virtual
circles at the end of the Extensions.

fingers. We present three virtual elongations, one at the tip of each finger, and
another one rendered at the center of the grip region, see Fig. 1b. These virtual
extensions are designed to allow for a better visualization of the exact gripper
position on the workspace. Through these visualizations, the operator can deter-
mine if the target object is within reach or if there are any potential collisions,
e.g., between the fingers and some surface of the target object or other elements
in the environment.

3.3 Mixed Reality Color Gradient using Physical Landmarks
(Colors)

Building on the Circle and Extensions, the Colors cues aim to provide a connec-
tion to the real-world by matching physical landmarks with virtual ones. This
could potentially improve the mapping and alignment between the augmenta-
tion and the real-world objects as it provides more information about the spatial
arrangement of the environment. Here, we take into account the work of Zollman
et al. [60], who explored this connection in flying aerial robots. We considered
these findings and applied them to our scenario by providing a real physical
landmark that connect the gripper and the workspace.

Our landmark is a physical colormap. It presents 5 different color gradients
(6 cm per stripe) that cover the workspace, signaling incremental depth, see
Fig. 1c. Our reasoning behind the use of a colormap comes from the problems
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that have been found of determining with precision a position in monochromatic
surfaces, e.g. previous research showed that the human eye loses depth cues
on uniform surfaces [29]. Further, the use of colors has proven to be effective
to signal depth [56]. Through a colormap, the operator can identify a color in
the workspace where a target object is located and then position the gripper
with greater precision above it. To facilitate pointing at the target area of the
workspace, the cursor also adopts the color of the area that is being pointed at.
Additionally, we added small colored circles at the end of the virtual extensions,
which adopt the color of the current area.

3.4 Interaction Design for Teleoperation

This research is part of a larger project that takes a closer look at hands-free mul-
timodal interaction. Our interaction design consists of head orientation to point,
head yaw for positioning, and voice commands to commit an action. Previous
studies have shown that the use of speech and head movements are an intuitive
interaction concept for human-robot collaboration in pick-and-place tasks [30].
Further, these modalities are natively supported by the HoloLens, and are com-
mon for MR environments. The initial and resting position of the robotic arm
can be seen in Fig. 1 and the interaction is explained as follows:

Pointing. The operator sees a white head pointer which moves with the
operator’s head movements. Once an intended position has been determined,
the operator gazes at that position and commits the action with the command
“Move”. After the command has been recognized, the head pointer turns green in
a “pie timer” manner for one second. During this time, the operator can decide to
keep (remain still) or modify (change head position) the pointer’s position before
the gripper starts moving to the selected position on the x,y plane. This helps
to counter slight inaccuracies that can result from unintended head movements
which can happen while uttering the voice command.

Positioning. Once the gripper is located over the desired position. We placed
a set of virtual buttons anchored to the real gripper. These virtual buttons rotate
the gripper to the left or right and allow the operator to ensure that the fingers’
grasping points match the affordances of the object, see Fig. 1. In addition, the
operator can activate a fine control mode through the command “Precision”.
This fine control is executed through the operator’s head yaw, where the gripper
moves slowly following the head’s yaw. In this mode, we display (on the edges of
the circle) an arrow to indicate the direction that the gripper is moving towards.

Grasping. When the operator has determined that the gripper is located
at an adequate grasping position, the command “Pick” commits the action of
grasping, i.e., the gripper moves with the fingers opened along the z-axis towards
the object, stops at 0.5 cm above the tabletop, closes the fingers, and moves back
up to the resting position.
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4 Study

We present a study with 24 participants that aims at exploring the relationship
between the different designs of cues (Circle, Extensions, Colors) and depth-
related variables distance (2m and 3m) and object pose (clear, ambiguous) when
teleoperating a co-located robotic arm. In particular, we looked at measures of
effectiveness (success), efficiency (time), and perceived certainty. In the study,
participants wore the Microsoft HoloLens to visualize our designs of visual cues
while teleoperating a robotic arm.

4.1 Hypotheses

Distance perception of the bare eye has an imminent effect on depth perception.
Based on this, we hypothesize that our designs of visual cues will reduce the
impact of distance (H1). Similarly, objects’ pose can reduce depth perception, we
thus hypothesize that our visual cues will reduce the impact of pose (H2). Based
on the fact that the individual designs of each visual cue builds systematically on
each other, subsequently adding more depth information, we expect a step-wise
rise between each of them. This means that the performance with Circle will
be exceeded by Extensions and Extensions by Colors for the evaluated metrics
(H3). Further, building upon visual perception and certainty, we designed our
visual cues to provide more information (evidence) about the workspace, which
will in turn show a correlation between these two metrics (H4). Specifically, we
hypothesize that:

H1. Our designs of visual cues will lead to similar results in grasping time,
success, and certainty at 2m and 3m.

H2. Our design of visual cues will leading to similar results in success and
time but a higher degree of certainty for the clear pose.

H3. Colors will lead to a higher success rate, shorter execution time, and
higher perceived certainty compared to Extensions and Circle. Similarly, the
Extensions would perform better on those metrics compared to the Circle alone.

H4. Our results will point to a positive correlation between certainty and
success rate.

4.2 Participants

We recruited 24 participants among students and university staff with an average
age of 28.67 (SD = 7.72). The pre-test questionnaire revealed that 6 participants
had previous experience using the Microsoft HoloLens 1 and 11 participants had
some experience with robots (not necessarily a robotic arm). One participant
reported having red-green colorblindness but did not experience problems in
distinguishing the colors used. Participants received 7 euros for their participa-
tion.
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Fig. 2. (a) Experiment set-up for Circle and Extensions. (b) Upper view from the
workspace with the target objects. (c) An operator located at different distances from
the workspace.

4.3 Study Design

We designed a full factorial 2x2x3 within-subject experiment (2 distances x 2
poses x 3 designs of visual cues) where participants executed 3 trials per con-
dition, yielding 36 trials per participant and 864 trials in total. The conditions
were counter-balanced through a Latin-square design.

Our independent variables were the type of visual cue (Circle, Extensions,
Colors), distance (2m, 3m), and pose (clear, ambiguous). For distance, we varied
the egocentric space between the workspace and the stationary position of the
operator (Fig. 2c). We chose 2m and 3m as distances to represent realistic co-
located scenarios covering the egocentric personal (2m) and action space (3m)
respectively. We did not vary the size of the object due to kinetic invariance–
–when an object varies in size it affects how the observer perceives the size and
distance of the object [22].

Different poses were achieved by manipulating the position and orientation
of an L-shaped target object. To differentiate the poses, we used two objects
of the exact same size and shape but with different colors. A green object was
deemed as the “clear” pose. It was located roughly in the center of the workspace
and oriented in such a way that the shape was fully visible. A red object was
deemed as the “ambiguous” pose. It was located in the left corner, almost at the
border of the workspace and oriented in such a way that participants could only
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see one side of the object. We considered this pose ambiguous since it required
participants to perform mental rotations (see Fig. 2).

We collected objective and subjective measures. As objective measures, we
considered time, measured in seconds, and success, measured as a binary value.
Our measure of time relates to the amount of time that participants took to
position and align the gripper above the target object until invoking the picking
operation—referring to positioning, the second step of the picking interaction.
For each trial, we measured whether or not participants succeeded in grasping
the target object (success). As a subjective measure, we prompted participants
with the following question directly in the HoloLens whenever they invoked the
picking operation: “In this position, how certain (in %) are you that you can
grasp the object”. The percentages were provided as choices on a 7-point scale.
Tormala [50] argues for a 7-point scale to measure attitude certainty, as in certain
circumstances extreme attitudes can be held with less certainty. Also, qualitative
data were collected through a short interview at the end of the study.

We used a mixed-methods approach to evaluate our data. The data were ana-
lyzed using RM-ANOVA for time and certainty, as a normal distribution of data
could be assumed through the means of Shapiro-Wilk test. For pairwise com-
parisons (through post-hoc Estimated Marginal Means), we applied Bonferroni
corrections to control for Type I errors. For the analysis of the binary vari-
able grasping success, we could not assume a normal distribution and therefore
opted for GEE (Generalized Estimating Equations). GEE accounts for correla-
tions within-participants in repeated measures designs and has been commonly
used for binary outcome variables [57], [32]. To investigate potential associations
between our dependent variables (certainty and success/time), we applied Spear-
man’s partial correlation controlling for the effect of our independent variables.

4.4 Task

Our main task simulated a grasping task inspired from manufacturing workspaces.
The task comprised of teleoperating the robotic arm to grasp an “L-shaped” ob-
ject (4x1x2)cm placed at two different positions and with the different poses
on the workspace. The operator performed this task at 2m and 3m from the
workspace, see Fig. 2c. Participants were instructed to remain seated in a com-
fortable position and avoid movements to the left or right or tilt their heads to
change their visual perspective. This instruction helped to evaluate the effects
of distance and pose using our designs of visual cues on depth perception.

We performed a pilot test with 3 users to identify potential factors that
may affect our experiment. We discovered learning effects due to the position
invariance of the target objects during trials. Thus, we moved each object 1 cm
apart from the last position for each trial for the experiment, see Fig. 2b.

4.5 Procedure

The experiment took approximately 60 minutes divided into (1) introduction, (2)
calibration, (3) training (4) task, and (5) post-test questionnaires and interview.
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(1) During the introduction participants were handed a standardized con-
sent form and pre-test questionnaire. They were briefed about the devices, the
objects that they will be interacting with, and the interaction modalities. Also,
we showed an explanatory video depicting the interaction techniques, interface,
and visual cues. (2) Next, participants calibrated the HoloLens, where the inter-
pupillary distance was recorded for each participant. (3) Then, they proceeded
to perform a training task, consisting of teleoperating an industrial robot arm
to pick an L-shaped object, similar to the one to be used in the real task but
bigger in size, at 1m from the robot. (4) Following, participants executed the
experiment. Half of the participants started the task at 2m and after finishing
all designs of cues and pose combinations repeated the same procedure at 3m.
The other half started at 3m and then at 2m. For pose and designs of cues, we
followed a Latin square distribution. (5) Finally, we carried out a short interview
about their experiences.

4.6 Apparatus & Communication

We used a Kuka iiwa 7 R800 lightweight robotic arm with an attached Robo-
tiq adaptive 2-Finger Gripper. Both are controlled via the Kuka iiwa’s control
unit. For our visual cues and the user interface, we used the Microsoft HoloLens
1, which is equipped with inside-out tracking, an HD video camera, and mi-
crophones allowing the use of head movement, speech, and gestures as input
options [36]. The HoloLens has a field of view (FOV) of 30° × 17.5° with a res-
olution of 1268 × 720 px per eye. The application running on the HoloLens was
programmed with Unity 2018.1.2 and the HoloToolkit Plugin [38].

The Kuka iiwa and the HoloLens communicate via the User Datagram Proto-
col in a local network. The control unit of the Kuka iiwa runs a specially designed
back-end program that processes the received messages, moves the robot accord-
ing to the receiving data, and returns its current status. To communicate position
data between devices, we first converted the pose from Unity’s left-handed co-
ordinate system to the robot’s right-handed one and used common length units
(cm). Then, this cartesian position, rotation and velocity is sent to the control
unit. This recognizes the command and allows the robot to plan the movement
via internal inverse kinematics to then physically move the robotic arm.

A calibration process is important to achieve accuracy when using AR. The
HoloLens adjust the hologram display according to the interpupillary distance.
When it is not accurate, holograms may appear unstable or at an incorrect
distance [37]. Thus, we ran the Microsoft calibration application for each user.
Also, in order for the virtual tracking to be transferred to the real world, the
position and alignment of the robot must be known in the virtual-world. For this,
we use a 2D marker and the camera-based marker detection from Vuforia [45]
when starting the application. Since the position of the 2D marker in relation
to the robot is known, the position of the robot in the virtual‘world can be
determined and set as world anchors. The stability of world anchors has been
previously evaluated and found a mean displacement error of 5.83±0.51mm [51].
This is precise enough to handle grasping tasks.
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5 Results

5.1 Objective Measures

Time (Efficiency). Analyzing the time spent to perform the tasks, we opted for
a RM-ANOVA with the design of cues, distance, and object pose, as independent
variables and time as a dependent variable. For time, we used the average across
the three trials for each condition. Testing the assumptions with Shapiro-Wilk,
the distribution of some residuals showed a slight deviation from the normal dis-
tribution. The inspection of QQ-plots as well as skewness and kurtosis analysis,
revealed that all residuals in question were skewed in the same positive direc-
tion and within an acceptable range [28]. In addition, the literature [6] suggests
that a slight deviation from a normal distribution can be handled by ANOVA
procedures, which is why we kept this approach. For pairwise comparisons, we
refer to the estimated marginal means and report p-values and standard errors.

Results show that there were no significant three-way (F(2, 46)=0.225, p=
.8) or two-way interaction effects for our independent variables (design of cues
per distance F(2, 46)=2.31, p= .11; pose per distance F(1, 23)=0.979, p= .333;
pose per design of cues, Greenhouse-Geiser corrected due to sphericity violation
F(1.562, 35.93)=2.036, p= .154).

We found a significant main effect for each of our independent variables.
For distance (F(1, 23)=7.124, p = .014, ηp2= .236), grasping objects at 2m
(M=26.25s, SE=1.67) was significantly faster than at 3m (M=30.95s, SE=2.12),
Fig. 3b. For pose (F(1, 23)=7.145, p= .014, ηp2= .237) participants completed
the ambiguous pose (M=26.46s, SE=1.94) significantly faster than the clear pose
(M=30.74s, SE=1.79), Fig. 3d. Finally, we also found significant differences in
grasping times for the three design of cues (F(2, 46)=13.029, p< .001, ηp2=.362).
Post-hoc pairwise comparisons (Bonferroni adjusted) showed significant differ-
ences for Colors (M=33.14s, SE=1.78) compared to Circle (M=26.12s, SE=2.04,
p=.001) and Extensions (M=26.54s, SE=1.91, p= .003).

Success (Efficacy). For the dichotomous variable success, we applied a GEE
model for which we used the GENLIN procedure in SPSS. As the working cor-
relation matrix, we applied an exchangeable structure, and we used a binary
logistic response model. For pairwise comparisons, we refer to the estimated
marginal means and report p-values and standard errors.

Our results show no significant three-way or two-way interaction effects for
our independent variables (design of cues per distance Wald χ2(2, N=864) =
3.74, p= .154; distance per pose Wald χ2(1, N=864) = 3.59, p= .058; pose per
design of cues Wald χ2(2, N=864) = 3.59, p= .166).

Again, we found significant main effects for each of our independent vari-
ables. For distance (Wald χ2(1, N=864) = 28.35 p < .001), grasping objects
at 2m (M=0.71, SD=0.46) was significantly more successful compared to 3m
(M=0.43, SD=0.495). For pose (Wald χ2(1, N=864)=11.526, p= .001), the clear
pose (M=0.66, SD=0.475) shows a significantly higher success compared to the
ambiguous pose (M=0.48, SD=0.5). Finally, we also see a significant difference
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between the design of cues (Wald χ2(2, N=864) = 42.96, p< .001). Post-hoc pair-
wise comparisons (Bonferroni adjusted) revealed that Circle (M=0.72, SE=0.03)
showed a significantly higher success compared to both Extensions (M=0.58,
SE=0.05, p= .004) and Colors (M=0.45, SE=0.04, p < .001). Also, there is a
significant difference between Extensions and Colors (p= .02).

Fig. 3. Summary of M and SD with each design of visual cue (a) Shows certainty vs
distance. (b) Shows time in seconds vs distance. (c) Shows certainty vs pose. (d) Shows
time vs pose.

5.2 Subjective Measures

Certainty. We calculated the mean certainty rating across the three trials for
each participant in each condition. Shapiro-Wilk tests and inspection of QQ
plots showed that for the residuals normality could be assumed, we thus applied
a RM-ANOVA. We found no significant three-way interaction (F(2, 46)=0.65,
p= .94) but a significant two-way interaction for distance per design of cues
(F(2, 46)=4.01, p= .025). Looking at the simple main effects for this inter-
action (post-hoc Estimated Marginal Means, Bonferroni adjusted), we found
that for the 2m distance, the Extensions led to significantly higher certainty
(M=63.30%, SE=4.27) compared to both Colors (M=56.53%, SE=4.11, p= .01)
and Circle (M=54.58%, SE=4.83, p= .015). However, this is not the case for
the 3m distance, where Extensions reached the lowest perceived certainty (Ex-
tensions M=37.64%, SE=4.06; Colors M=40.66%, SE=4.32; Circle M=38.40%,
SE=4.01; differences not significant). We found a significant main effect both
for pose (F(1, 23)=7.41, p= .012, ηp2= .24) and distance (F(1, 23)=32.96, p <
.01, ηp2 = .589). For pose, the clear pose led to a higher certainty (M=52.13%,
SD=27.42) compared to the ambiguous pose (M=44.91%, SD=26.02), Fig. 3c.
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For distance, the closer distance of 2m led to a higher certainty (M=58.14%,
SD=26.43) compared to 3m (M=38.90%, SD=23.89), Fig. 3a.

To understand the relationship between perceived certainty and measures
success and time we calculated a Spearman Partial Correlation, controlling for
design of cues, distance, and pose. Results show that there is a significant positive
partial correlation between certainty and success (rs(859)=0.144, p < .001) but
not between certainty and time (rs(859)=0.021, p= .53).

6 Discussion

First (H1), we hypothesized that our design of visual cues would perform sim-
ilarly regardless of the different egocentric distances, improving hence depth
perception. Our results could not support this hypothesis. A smaller distance
prompted better results in terms of time, certainty, and success compared to
3m. This aligns with previous findings of depth perception decaying at greater
distances in the real-world and in AR [43]. Further, Microsoft recommends a
distance of 2m for an MR environment when using the HoloLens 1 as further
distances can induce perceptual problems. Specifically, problems derived from
capturing (flares and calibration) that can provoke scene distortion and prob-
lems in environment abstraction [29]. This might have influenced the results and
the experience of using our visual cues at 3m. Additionally, all participants men-
tioned that performing the grasping task at 3m was harder than at 2m, e.g., P3,
“The farther distance was exponentially more difficult.” P19, “The farther away,
the harder it is to understand depth independently of the virtual supporters.”
These results lead us to think that teleoperation in co-located spaces should be
performed within the personal space (up to 2m) for better depth perception and
thus performance. Despite that, we highlight the importance of further exploring
distances beyond 2m to better understand the dynamics of teleoperation within
the operator’s action space.

Second (H2), we hypothesized that our design of visual cues would reduce the
effect of the target’s pose, which would be reflected in similar results of success
and time. However, we expected a higher degree of certainty for the clear pose
compared to the ambiguous pose. Our results partially support this hypothesis.
The effect of pose proved to be still present in spite of our designs of visual cues.
Our results show that the clear pose prompts indeed higher certainty but also
a significantly higher success with a compromise in terms of time (longer time)
compared to the ambiguous pose. These results align with the findings of Barden
& Petty [4] in terms of a direct relation between certainty and time. During our
interview, we asked participants if they deemed one pose harder than the other
for grasping, while most of them found the ambiguous pose harder, many also
stated that they did not find differences among them, which could possibly be
an effect of our visual cues. For instance, P7, “Both objects were equally hard,”
P9, “There was no difference between the 2 objects,” “I did not find any object
harder than another.” Another factor that might have influenced these results is
the type of task. Grasping tasks in a workspace with no other objects in vicinity
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that partially or completely occlude the target objects, may not highlight the
potential benefits of our designs of cues.

Third (H3), we hypothesized about potential differences between our design
of cues with respect to time, success, and certainty. We assumed that Colors
would perform best, followed by Extensions, and then Circle. Our results indeed
showed that our designs of visual cues had different effects on our dependent
variables, but the effects were different from what we hypothesized.

Regarding time, we found that our participants were faster using both the
Circle and Extensions compared to using Colors. Additionally, no significant
differences were found with respect to time between Circle and Extensions. When
analyzing success, we found higher success rates when using Circle compared to
using Extensions and Colors. Also, using Extensions showed a higher significant
success compared to Colors.

Concerning certainty, we found a significant interaction effect for distance
per design of cues. These point to differences at 2m, where Extensions prompted
the highest level of certainty, which in turn was significantly higher compared to
both Circle and Colors. Since our designs were incremental, Extensions, which
included the Circle, seemed to provide the necessary information about depth
without the visual complexity of Colors. The absence of this effect at 3m might
be due to the fact that the effect of distance alone overshadowed any potential
difference among our designs of cues. While Audley [2] remarked that the amount
of information (evidence) that can be collected from the environment influences
the amount of perceived certainty, e.g., the more evidence that is collected, the
higher certainty that is evoked. Our results show that one must be careful when
designing to provide more information about the environment. While the Colors
certainly provided the most depth cues, our results point towards the fact that
this information was not always usable to our participants. This is also reflected
by our participants’ comments, who mostly pointed out the simpler cues, Circle
and Extensions, and deemed them as helpful: P1, “The visual extensions were
good for the further distance.” P10, “The most helpful thing was the circle. I used
it the most to align the gripper.” P11, “The circle was what helped the most.”
We attribute the preferences towards the Circle, to the fact that it did not fully
occlude the real object, and when it did it was an indicator of misalignment of
the gripper over the target object. Further, participants’ subjective preferences
for Extensions and Colors together with higher efficiency and effectiveness lead
us to recommend a simpler design of visual cues.

In H3, we did not expect Colors to perform the worst across conditions. In
consequence, we further explored the reasons behind the low scores in time and
success by analyzing the participants’ comments. During our interview, partici-
pants expressed confusion when using the Colors due to lack of color opponency.
Specifically, they expressed problems with the color gradient on the physical col-
ormap, e.g., P13, “The gradient of the colormap made it a little bit confusing. I
could not tell if it was already yellow or still blue?” P15, “I would prefer stripes,
not gradient colors, that would have made it easier to distinguish where I was on
the tabletop.” Added to that, participants expressed difficulties in distinguishing



Depth Perception in Robot Teleoperation using AR 17

the real and physical colors, which is related to focal rivalry—the human visual
system cannot focus on two elements at the same time, e.g., P14, “I had to con-
centrate to match the colors;” P15, “It was hard to see the real and the virtual
colors because they were right above each other.” Therefore, we believe that this
lack of color opponency added to focal rivalry worsened depth perception. This
accords to the observations of Ellis & Menges [15], who determined that physical
surfaces influence depth perception misestimation.

Fourth (H4), we hypothesized about finding a correlation between certainty
and success as a possible pointer to better depth perception. Our results con-
firmed the correlation between certainty and success, even when controlling for
our independent variables (distance, pose, and design of cues). We still found a
positive and significant, albeit rather weak, correlation. This aligns with a line
of research suggesting that subjective certainty correlates closely with objec-
tive success [8], [58]. We consider that all our design cues provided additional
evidence about the position of the gripper in the workspace, which in turn influ-
enced certainty. A note of caution is due here since, as mentioned in Section 2.4,
there have been controversial findings related to the influence of time and success
in certainty. We acknowledge that other factors can influence certainty and were
not considered in our experiment such as fatigue and changes in attention, and
these have proven to influence perceived certainty [20]. Further, when evaluating
depth perception in 3D environments, it is necessary to separate “the amount
of depth that an object is seen to have (mind independent property) and the
realism of the experience (mind dependent property)” [23]. In fact, we consider
that this construction can also be applied to AR environments and is related
to certainty. This in consequence might have influenced the perceived certainty
during our experiment.

7 Limitations

A limitation of our work relates to the multimodal interaction technique used.
While a joystick or a control pad are commonly used in robot teleoperation,
we aim to explore hands-free multimodal interaction. This type of interaction
has raised interest in the research community, especially in HRI. Our previous
experiences have shown that using speech and head movements is simpler to
learn than using a control pad or even a joystick. Additionally, these modali-
ties are natively supported by the technology used (Microsoft HoloLens 1). We
further stress that the modalities were kept stable among conditions to avoid
them causing a major influence on the evaluation of the other factors in our
experiment.

This work may be also limited to the technology used. For instance, our design
of the Colors cue, which combines a real-world colormap with virtual colors
displayed over it, could have contributed to focal rivalry problems. However,
this problem is present not only in the Microsoft HoloLens 1 but in the current
generation of MR headsets [31]. Additionally, current ARHMDs have a limited
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field of view which do not cover human’s peripheral vision. This presents a
disadvantage when using AR, as mentioned by Williams et al. [54].

Our experimental design also presents certain limitations. We did not con-
sider a condition without cues since a previous study [1] already evaluated the
use of visual cues versus the absence of them, suggesting potential improvements
in certainty. This study thus builds upon those findings and further explores the
influence of distance and pose. We did not consider grasping accuracy, defined
by the distance to an ideal grasping position, since we realized that the effect of
the displacement of the virtual visual cues at 3m influences greatly this measure.

Our main goal is to capture first experiences with certain designs of visual
cues that can provide direction for a better design that improves depth per-
ception. Furthermore, people can perceive distance and depth differently due to
individual differences in visual acuity, eye dominance, color vision, and spatial
abilities [29]. We considered different color visions for the colors used in the col-
ormap but left aside the other factors which might have influenced on how each
participant experienced not only the types of cues but depth perception.

8 Conclusions

In this paper, we evaluated how egocentric distances and target objects’ pose
affect co-located teleoperation when using certain designs of visual cues presented
through AR. To this end, we performed an experiment with 24 participants. Our
results align with previous studies about depth perception within the observer’s
personal space. Teleoperating a robot at 2m with our designs of visual cues
leads to a higher success rate, shorter time, and a higher degree of certainty
compared to 3m. A clearer pose leads to higher success and certainty but requires
longer time. As time and certainty are closely tied, i.e., greater thoughtfulness
is required to achieve higher certainty and success. We also found a positive
correlation between success and certainty, but we are careful with these findings
since other factors, e.g., attention and fatigue, have an effect on certainty and
were not considered in our experiment. Additionally, we found differences of
our designs of visual cues. The Circle and Extensions cues prompted shorter
times and higher success compared to Colors, wherein Circle showed the highest
success. These findings suggest that simplicity of design leads to higher efficiency
and effectiveness.

We consider that our findings are thought-provoking and present a detailed
analysis of distance and target pose in co-located teleoperation. These, further
contemplate the role of certainty as a factor that can shed some light about depth
perception. Besides, our designs of visual cues suggest advantages and downsides
of using cast shadows, symbolic enhancements, and combining real and virtual
landmarks to enhance the visual space when teleoperating a robotic arm in co-
located spaces. Although our study focuses on evaluating specific factors related
to depth perception, our findings may well have a bearing on designing cues
using AR to improve perception of real objects and facilitate teleoperation of
robotic arms.
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