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Abstract. In this paper, we explore how state-of-the-art methods of
emotion elicitation can be adapted in virtual reality (VR). We envision
that emotion research could be conducted in VR for various benefits,
such as switching study conditions and settings on the fly, and con-
ducting studies using stimuli that are not easily accessible in the real
world such as to induce fear. To this end, we conducted a user study
(N=39) where we measured how different emotion elicitation methods
(audio, video, image, autobiographical memory recall) perform in VR
compared to the real world. We found that elicitation methods produce
largely comparable results between the virtual and real world, but over-
all participants experience slightly stronger valence and arousal in VR.
Emotions faded over time following the same pattern in both worlds.
Our findings are beneficial to researchers and practitioners studying or
using emotional user interfaces in VR.
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1 Introduction

Emotion is a fundamental characteristic of human behavior [24] and crucial
for communication. Hence, emotion is subject to extensive research not only in
psychology but also in human-computer interaction (HCI) [7]. Researchers have
explored various methods to elicit, measure, and quantify emotion, ranging from
anger and sadness to excitement and happiness [26, 27, 33, 51]. The methods used
to invoke specific emotions on humans are called emotion elicitation methods (or
techniques). These methods include using external stimuli such as video, images,
and sound, as well as recalling past events [9, 26, 35].

In this paper, we explore how various emotion elicitation methods function
in virtual reality (VR), and how they compare to real-world use. We see several
benefits from this work. First, we envision that VR could be used as a substi-
tute for some real-world studies on emotion. VR can provide researchers with
opportunities that they would not have in the real world, for example, by be-
ing able to manipulate the virtual environment on the fly [32], and researching
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scenarios that would be difficult or even dangerous in the real world and may
put participants at risk(e.g., certain automotive scenarios [14]). Running studies
in VR may also be a more cost-effective solution for complex studies. Second,
understanding emotions in VR is beneficial to many VR experiences and games
as emotions play a key part in the user experience. In particular, designers and
practitioners can use this knowledge to effectively invoke the desired emotions
in VR users, while also understanding the lasting effects from these emotions.
Third, understanding emotions in VR would also be beneficial in medical treat-
ments as VR can aid patients with treatment and therapy, for example treating
anxiety in VR [2, 4, 43].

Existing research has gained only limited understanding on emotion elicita-
tion in VR. In particular, we do not have substantial understanding on whether
the different emotion elicitation methods in VR invoke emotions comparable to
the real world. Emotion elicitation methods in VR is an under-research area
in HCI. Therefore, in this paper, we provide the first exploratory assessment
of emotion elicitation methods in VR. Our goal is to understand how different
elicitation methods [9, 35, 26] affect a range of emotions in VR. We also inves-
tigate how emotion intensity changes over time and how these results compare
to the results from an identical real-world study. To this end, we conducted a
mixed-design user study (N = 39), where participants experienced four emotion
elicitation methods (audio, video, image, autobiographical recall) and four basic
emotions (happy, sad, excited, angry) in a virtual lab setting and an identical
real-world setting. Our main research questions were:

– RQ1: Can established elicitation methods used in the real world elicit similar
emotions in VR?

– RQ2: How do the elicited emotions wear off over time?

– RQ3: What are the unique characteristics of different elicitation techniques?

Our main results are: (1) Emotion elicitation methods work in a similar man-
ner in both VR and the real world, producing largely comparable results, (2)
All elicited emotions take time to fade out, thus there exists a minimum waiting
period, and (3) All four elicitation techniques had very small differences between
the real-world and virtual conditions. The experienced emotions were generally
very slightly stronger in VR. Autobiographical memory recall had a unique chal-
lenge, as participants found it difficult to stop recalling their memories further.

We believe this understanding is valuable to researchers, as our work provides
evidence that emotions can be researched in VR through emotion elicitation
techniques. Our results are also useful for designers and practitioners, as they
can inform how certain emotions can best be invoked in VR.

2 Background

Our work draws from previous work on 1) emotion elicitation methods, 2) un-
derstanding emotions in VR, and 3) the use of VR for research purposes.
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2.1 Emotions and Emotion Elicitation Methods

Emotions have received considerable attention from psychology researchers for
more than a century. Researchers have identified various basic emotions [21, 31,
42], the most common ones being happiness/joy, sadness, fear, and anger.

Psychologists have also proposed models that use continuous axes to model
emotions. Two common axes are arousal and valence. Arousal refers to the
amount of activation in an emotion, in other words, how much calmness or ex-
citement is in the emotion. Valence refers to how positive or negative the emotion
is. A third axis often shared by these theories is the dominance or control axis.
This refers to how much control one has of the emotion, and if it is caused by
an internal or external source [41]. Russell presented his Circumplex Model of
affect with emotions scattered along both the arousal and valence axis [48]. This
model is now commonly used in Affective Computing and HCI research.

To conduct emotion experiments, a broad spectrum of emotions need to be
elicited through external stimuli. Exploring emotion elicitation methods is a cru-
cial aspect towards understanding human behaviour and consists of a large re-
search body [47]. Not only do researchers investigate the established approaches
towards inducing emotion, but also the opportunity to explore new emotion
induction methods such as music [56]. Researchers have also discussed the chal-
lenges and concerns of emotion elicitation [54].

Common elicitation methods include showing users various resources such as
audio [55], videos [26], and pictures [54], and invoking emotions through past
memories through autobiographical recall [28]. Autobiographical recall encour-
ages participants to recall a specific event or memory that can evoke a certain
emotion [5, 10, 20]. Recalling past events can be done via writing, talking aloud
or simply remembering. Autobiographical recall has been found to be the pre-
ferred method for emotional elicitation in many scenarios, such as automotive
research [9], where using videos or pictures is not possible. Researchers have long
compared each traditional method of elicitation to understand it’s effectiveness
and specific application [17, 27].

2.2 Utilizing VR as a Research Platform

Recently, advances in VR technologies have brought forth the question of whether
studies involving human subjects could be conducted in virtual reality [32]. This
approach aims, for example, to produce results that apply in similar real-world
conditions [1, 18, 32], to generate real-world skills through virtual training [15,
36, 52], or to support real-world behavior change through VR [44].

Conducting studies in VR brings many potential benefits. Researchers have
full control of the virtual world and may modify the environment, conditions and
variables at will [32]. VR also gives a higher degree of freedom to researchers
as it might enable user studies to be conducted remotely [46]. As VR headsets
become more ubiquitous, consumers could participate in user studies remotely
from the comfort of the users’ own homes. In addition, VR has potential to be
used for studies that would be difficult or unethical to conduct in the real world,
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such as certain scenarios in automotive research [14]. We take inspiration from
these contexts and explore if VR can further enhance emotion research.

Some studies have briefly touched on emotions in VR. Dickinson et al. [19]
investigated the feasibility of using VR to study gambling behaviour. Their find-
ings suggest that participants experience higher levels of arousal and immersion
in VR compared to the real world. Guidelines for research in human social inter-
action using VR is discussed by Pan et al. [37]. The authors compared arousal,
immersion, task workload between the real and the virtual world; proposing VR
simulations to be beneficial for the study of behaviour. This motivates our re-
search as we comprehend how different emotions are affected in VR in terms of
valence, arousal and dominance.

2.3 Emotion Elicitation in VR

Using VR to manipulate and induce emotions is explored by Estupinan et al. [22].
The authors investigated in a pilot study how valence and arousal in VR correlate
with the real world. Their findings show that arousal is higher in virtual reality
when using images to elicit emotions. Banos et al. [6] explored inducing mood
through VR. They created a VR park scene which can adapt based on how the
authors wanted to control an emotion after the elicitation phase. The strengths
of VR as a platform for investigating emotion are identified by Chirico et al.
[12], where they explored how an intense emotion such as awe can be elicited
in VR. The authors argue in favor of VR allowing experimenters to generate a
vast range of complex stimuli to elicit emotions, which are otherwise difficult
in the real world. While the authors in this work looked into whether emotions
could be elicited in VR, we apply and compare different emotion elicitation
methods commonly used in the real word in VR to holistically understand their
suitability for VR research and beyond. Riva et al. [45] explored the use of VR to
evoke anxiety and relaxation and analysed the relationship between emotions and
presence. Felnhofer et al. [23] covered a range of affective states (joy, sadness,
boredom, anger, and anxiety) and found that emotional VR scenarios evoke
a higher degree of presence, which in turn affects the intensity of the evoked
emotion.

2.4 Summary and Research Approach

The previous sections demonstrate the importance of research on emotion and
the need to understand emotion elicitation methods. With VR being an emerging
technology which is rapidly becoming more ubiquitous, it is timely to explore how
well emotion elicitation methods function in VR. To the best of our knowledge,
this is the first work to explore and compare different elicitation methods in VR
and the real world in parallel.
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3 User Study

We designed a user study to understand the capabilities of different emotion
elicitation methods in the virtual world (VW) and how they compare to their
real-world counterparts. The participants experienced four different emotions
through four different elicitation methods in the real world as well as in a virtual
replica of the real-world space.

3.1 Participants

We recruited 39 participants (24 males) with an average age of 28.1 (SD =
6.9). We advertised the study via university mailing lists, social media platforms
and company notice boards. 25 participants reported to have prior experience
with VR. The participants experienced two different environments (real and
virtual) on two separate sessions with each session lasting around 40 minutes.
Participants were compensated with 20 EUR in cash for their time.

3.2 Study Design

We conducted a mixed-design experiment with the following three independent
variables:

– Setting (2 levels): real world (RW) and virtual world (VW).
– Elicitation Method (4 levels): audio, video, image, autobiographical re-

call (ABR)
– Emotion (4 levels): happiness, sadness, anger, excitement

Because of the large number of possible combinations (32), we opted for a
Graeco-Latin Square to cover the majority of the combinations. Thus, our study
was a mixed design, where participants experienced all elicitation methods and
all emotions once in both settings, but they did not experience all combinations.
Each participant experienced the same combination of emotion and emotion
elicitation methods between the real and virtual world in order to compare the
results. This resulted in four combinations in both settings per participant, for
a total of eight combinations.

We selected four emotions based on Russell’s Circumplex model of affect with
arousal and valence dimensions as an appropriate model for our investigation,
which has been demonstrated to work well in a variety of different studies [48].
The model has two dimensions: Valence indicates the positiveness or negative-
ness of the feeling; Arousal indicates how strong the feeling is [8]. We chose to
investigate four emotions, one from each quartile of the model of affect [49]: Hap-
piness (low arousal, positive valence), Sadness (low arousal, negative valence),
Excitement (high arousal, positive valence), and Anger (high arousal, negative
valence).

We selected the elicitation methods based on literature reviews which report
these as commonly used approaches [13, 47]. For three of the four chosen elicita-
tion methods (video, audio, picture), we needed material that were validated to
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elicit the desired emotions. These materials were chosen from validated datasets
based on literature which shows prolific usage of the datasets in various research
directions [29, 40, 53, 3, 50, 39]. The materials were selected based on the emotion
label (we only chose materials that evoke our desired emotions) and the highest
valence and arousal values. For autobiographical recall we did not need external
materials. Instead, we asked participants to recall past events that had invoked
certain emotions in them and it lasted on average two minutes. We showed
video and images for 60 seconds and the audio clips lasted approximately 40-60
seconds. For audio, video and image we used the following databases:

– Video: DEAP: A Database for Emotion Analysis Using Physiological Sig-
nals [30]

– Audio: The Musical Emotional Bursts (MEB) [38]
– Picture: The Geneva affective picture database (GAPED) [16]

For collecting subjective measurements as ground truth for the emotion be-
ing elicited we used the 9-point Self-Assessment Manikin scale (SAM) [8] which
constitutes our emotion intensity dependent variable. The SAM scale uses a vi-
sual representation as an indicator of the current emotion while separating the
abstract mood into three dimensions: valence, arousal, as described above, and
dominance, which indicates how much control the person has over the current
feeling. We selected this pictorial representation as this may encourage partici-
pants to make reliable assessment of perceived emotion. The databases selected
use the same scale (9 point SAM) to visualize Russell’s model. We also mea-
sured whether emotion induction is dependent on personality using the Ten Item
Personality Measure (TIPI) [25]. TIPI is a ten-item questionnaire where partici-
pants rate statements on a 7-Point Likert scale (1=strongly disagree; 7=strongly
agree). The ten questions reflect the Big Five dimensions (Extroversion, Agree-
ableness, Conscientiousness, Emotional Stability, and Openness) using two ques-
tions per dimension.

3.3 Apparatus

For the real-world condition, we chose an office space including two tables, chairs,
one cabinet, and windows on one side (Figure 1a). For the VR condition, we
built a virtual replica of the same office (Figure 1b). In the real world, the
participants were seated on a chair and the elicitation stimuli were shown through
the computer screen placed on the table in front of them (Figure 1c). In the
virtual replica, the exact same procedure was followed. The VR environment
was programmed using Unity, running on HTC Vive via SteamVR.

3.4 Study Procedure

The participants experienced each setting (RW and VW) on separate days to
eliminate any lasting effects from the first session. We counterbalanced the set-
ting order. In both settings, each participant experienced all four emotion elicita-
tion methods and all four emotions. The combinations of emotions and elicitation
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Fig. 1. The office environment setups used in the study: a) Real-world study setup, b)
Virtual world study setup where we designed the VR environment to closely resemble
its real-world counterpart, Participant’s sitting position in c) Real world, d) Virtual
world.

methods were kept the same between the settings, but the order of combination
was counterbalanced. This was done to ensure that the data remain comparable
between RW and VW. For counterbalancing, we used Graeco-Latin Square to
cover the majority of the combinations (Table 1); each participant was exposed
to four unique combinations of emotions and elicitation methods.

Sad - Video Angry - Audio Happy - Image Exciting - AbR

Angry - AbR Happy - Video Exciting - Audio Sad - Image

Happy - Audio Exciting - Image Sad - AbR Angry - Video

Exciting - Image Sad - AbR Angry - Video Happy - Audio
Table 1. The orders for each combination of emotions and methods based on Graeco-
Latin Square (AbR = Autobiographical Recall).

At the beginning of the first session, we explained the purpose of our study
to the participants and they signed a consent form. They then filled out their
demographic information (age, gender, background, experience with VR), per-
sonality questionnaire (TIPI). Before the study, participants were briefed about
the elicitation materials and the SAM scale. Participants were then shown how
to use the VR equipment and how fill in the SAM scale in VR using controllers.

In each session, participants experienced the elicitation material one at a
time, after which they filled in the SAM scale five times with breaks of 30 sec-
onds in between. We collected five SAM readings to analyze how emotion changes
over time and at the same time maintain a reasonable study duration. To the
best of our knowledge, no best practices exist regarding the optimal number
of readings to study this. After the initial briefing, the participants completed
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the elicitation without the experimenter in the room. This was done to ensure
that the life events narrated by the participants for the autobiographical recall
method remained confidential. After finishing both sessions, they filled in the fi-
nal questionnaire and were interviewed briefly. Each session lasted approximately
40 minutes. The entire study procedure is visualized in Figure 2.

Fig. 2. An overview of the study procedure.

4 Results

In this section, we present the results from our comparative study. We have
considered all five SAM readings only for analysing how emotion intensity drops
over time. For all the other analyses we only use the first SAM reading after
each elicitation.

4.1 Correlations between Emotions and Personality, Age, Gender,
and VR Experience

Using Kruskal-Wallis H Test, we compared the SAM results with the partici-
pants’ VR experience, their age, gender and TIPI results in each combination of
elicitation method, elicited emotion and environment. There was no statistically
significant differences between the SAM results and any of the factors (p > .05).
However, this result may differ if investigated with a larger sample.
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4.2 Emotions between the Real World and the Virtual World

We used non-parametric test as the Shapiro-Wilk Test indicated the SAM values
to deviate significantly from normal distribution. Table 2 shows the median val-
ues of valence, arousal and dominance from the SAM scale. The median analysis
of each scale indicates that the elicitation methods are capable of eliciting emo-
tions in VR similar to the real world. Friedman test did not show any significant
differences between VR and RW with any of the dimensions. The only near-
significant difference was observed in arousal regarding Happiness (p = .058).
Therefore, the overall results regarding emotional states are the same between
the real world and VR.

Valence Scale

Sadness (n=39) Anger (n=39) Happiness (n=39) Excitement (n=39)

Virtual 4 ± 2.01 5 ± 1.90 7 ± 1.44 7 ± 1.66

Real 4 ± 1.79 5 ± 1.86 6 ± 1.02 6 ± 1.52

p-value 0.631 0.346 0.24 0.492

Arousal Scale

Sadness (n=39) Anger (n=39) Happiness (n=39) Excitement (n=39)

Virtual 6 ± 2.05 5 ± 2.05 5 ± 1.97 6 ± 2.31

Real 5 ± 1.93 6 ± 1.80 4 ± 1.88 5 ± 1.81

p-value 0.375 0.766 0.058 0.267

Dominance Scale

Sadness (n=39) Anger (n=39) Happiness (n=39) Excitement (n=39)

Virtual 6 ± 1.90 6 ± 2.38 7 ± 1.64 8 ± 1.53

Real 7 ± 2.16 7 ± 1.98 7 ± 1.4 7 ± 1.63

p-value 0.693 0.324 0.852 0.421
Table 2. Median and p-values of SAM scores for each elicited emotion between virtual
and real world.

Figure 3 shows box plots for each SAM dimension, environment, and elicited
emotion. In addition, a Wilcoxon Signed-Rank Test was conducted between vir-
tual and real world regarding the valence, arousal and dominance value for each
elicited emotion.

For Anger, Wilcoxon Signed-Rank Test did not show any significant difference
in valence (Z = -.943, p = .346), arousal (Z = -.297, p = .766) and dominance
(Z = -.987, p = .324) values between both worlds . Both environments elicited
same median value for valence scale (median = 5). The median values of arousal
and dominance dimensions are lower in VR (median of Arousal = 5, median
of Dominance = 6) compared to real world (median of Arousal = 6, median of
Dominance = 7).

For Sadness, no significant difference exists with valence (Z = -.481, p =
.631), arousal (Z = -.886, p = .375) and dominance (Z = -.395, p = .693).
Though the median values of valence are the same (median = 4), the median
arousal value in VR (median = 6) is higher than that in the real world (median
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Fig. 3. SAM scores for each elicited emotion in the virtual world and the real world.

= 5). The median dominance in VR (median = 6) is lower than that in the real
world (median = 7).

For Excitement, no significant difference exists with valence (Z = -.687, p =
.492), arousal (Z = -1.109, p = .267) and dominance (Z = -.804, p = .421). The
median values for all three SAM dimensions are higher in virtual world (median
of Valence = 7, median of Arousal = 6, median of Dominance = 8) compared to
real world (median of Valence = 6, median of Arousal = 5, median of Dominance
= 7).

For Happiness, valence (Z = -1.176, p = .240) and dominance (Z = -.186, p
= .852) show no significant differences. Valence in VR (median = 7) has higher
median value than the real world (median = 6). While arousal (Z = -1.898, p =
.058) scale after emotion Happiness elicitation indicates the two environments
being marginally significant. The median value for arousal in VR (median = 5)
is higher (median = 4). The median values for dominance are the same for both
environments (median = 7).

4.3 Emotion Elicitation Methods

In the next four tables (Tables 3, 4, 5, 6), we present the comparisons of the
elicitation methods for Sadness, Anger, Happiness, and Excitement respectively.
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Valence Scale

Sadness Anger Happiness Excitement

Virtual World 6.00 6.00 7.50 -

Real World 6.50 6.00 6.00 -

p-value 0.572 0.293 0.251 -

Arousal Scale

Sadness Anger Happiness Excitement

Virtual World 6.00 5.00 4.50 -

Real World 6.00 5.00 3.00 -

p-value 0.666 0.572 0.404 -

Dominance Scale

Sadness Anger Happiness Excitement

Virtual World 6.50 7.00 6.00 -

Real World 8.50 6.00 6.00 -

p-value 0.044 0.206 0.832 -
Table 3. Median and p-value of SAM ratings for Video elicitation method between
virtual and real world.

Valence Scale

Sadness Excitement Happiness Anger

Virtual World 4.00 7.00 7.00 -

Real World 4.00 6.00 7.00 -

p-value 0.172 0.374 0.388 -

Arousal Scale

Sadness Excitement Happiness Anger

Virtual World 5.00 6.00 4.00 -

Real World 4.00 5.00 4.00 -

p-value 0.397 0.024 0.407 -

Dominance Scale

Sadness Excitement Happiness Anger

Virtual World 5.5 7.00 8.00 -

Real World 5.5 7.00 8.00 -

p-value 0.886 0.390 0.389 -
Table 4. Median and p-value of SAM ratings for Image elicitation method between
virtual and real world.

Video The results from eliciting Sadness through videos show that there was
no significant difference between valence and arousal scores between the set-
tings. The median values for arousal were the same across both worlds, though
valence was slightly lower in the virtual world. However, dominance was signifi-
cantly lower in VR than in the real world (p = 0.044). Eliciting Anger showed
no significant differences among the valence, arousal and dominance scales. The
median values for valence and arousal were the same, but dominance was slightly
higher in VR. Eliciting Happiness also showed no significant differences in va-
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Valence Scale

Sadness Anger Excitement Happiness

Virtual World 4.00 3.00 7.50 -

Real World 4.00 3.00 8.00 -

p-value 0.273 0.121 0.465 -

Arousal Scale

Sadness Anger Excitement Happiness

Virtual World 6.00 5.50 4.50 -

Real World 5.00 7.00 6.00 -

p-value 0.433 0.380 0.634 -

Dominance Scale

Sadness Anger Excitement Happiness

Virtual World 5.00 6.50 8.00 -

Real World 6.00 6.00 7.00 -

p-value 0.407 0.546 0.722 -
Table 5. Median and p-value of SAM ratings for Autobiographical Recall elicitation
method between virtual and real world.

Valence Scale

Anger Happiness Excitement Sadness

Virtual World 5.00 7.00 5.00 -

Real World 5.00 7.00 5.50 -

p-value 0.391 0.552 0.192 -

Arousal Scale

Anger Happiness Excitement Sadness

Virtual World 5.00 6.00 5.00 -

Real World 4.00 5.00 4.00 -

p-value 0.666 0.110 0.192 -

Dominance Scale

Anger Happiness Excitement Sadness

Virtual World 6.00 6.00 8.00 -

Real World 7.00 7.00 7.00 -

p-value 0.180 0.626 0.917 -
Table 6. Median and p-value of SAM ratings for Audio elicitation method between
virtual and real world.

lence, arousal or dominance, although the median values for valence and arousal
were slightly higher in the virtual world.

Image Using image to elicit Sadness did not show any significant differences
in any dimension between the settings. The medians for both valence and dom-
inance were the same between the real world and the virtual world, but arousal
was slightly higher in the virtual world. Eliciting Happiness showed no significant
differences in any dimension between the settings. Eliciting Excitement showed
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a significant difference in arousal (p = 0.024), but no significant differences in
dominance or valence, although valence was slightly higher without significance
in the virtual world.

Autobiographical Recall Eliciting Sadness using Autobiographical Recall
showed no significant difference between the real and virtual world for valence,
arousal or dominance. Median arousal value in the virtual world is higher and the
median dominance is lower. Eliciting Anger again showed no difference across the
dimensions. Median arousal is lower in the virtual world and the median dom-
inance is higher. Eliciting Excitement showed no significant difference though
the median valence and arousal values are lower in virtual world and dominance
is higher.

Audio Eliciting Anger showed no significant difference across the dimensions
with the median arousal value being slightly higher and dominance value being
slightly lower in the virtual world. For Happiness we saw no statistical signifi-
cance between the worlds for the SAM dimensions. Similar to Anger, the median
arousal value is higher and the dominance value is lower. For Excitement, there
was no statistical significance though valence is slightly lower in virtual world
and dominance, arousal slightly higher in virtual world.

4.4 Lasting Effects of Emotions

We analyzed how the SAM values for valence, arousal and dominance change
over time with each emotion (Figure 4). SAM readings were taken five times at
30-second intervals. While only the median valence values after emotion Sad-
ness in the real world showed an ascending trend; median valence values for
the other three emotions remained still over time. For all four emotions across
both dimensions, the median arousal values were weaker over time. The median
dominance values for Anger and Excitement in both the environments showed
slight increase over time. For Sadness and Happiness dominance in virtual world
showed an increasing trend while it remained at a constant value in the real
world.

We also compared how the emotions vary over time with each elicitation
method in RW and VR (Figure 5). Each elicitation method followed a similar
pattern except Audio, which showed a greater deviation between VR and the
real world for all dimensions when compared to other methods.

4.5 Participants’ Perspective

At the end of the study, we interviewed participants about their experiences in
the RW and VR settings, particularly about whether or not they found these
two experiences similar. Most participants stated that they did indeed perceive
the experience between the settings very similar. However, some participants
mentioned that the real world had more objects, like noticing extra cables on
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Fig. 4. The lasting effect of arousal, dominance and valence for each emotion in the
real world and the virtual world.

the table in the real world which was absent in the virtual world, in the room
which the virtual world was missing. Nonetheless, this did not seem to be a
major factor in the experience, as the layout and most critical objects were the
same.

We gained interesting insights from participants regarding autobiographi-
cal memory recall. 16 participants mentioned that for emotion elicitation using
memory recall, they preferred the real world since VR was perceived more as a
game experience. However, 17 participants felt that the virtual world had fewer
distractions (such as absence of environmental noise) and helped them concen-
trate better to recall past events. A few participants also felt that the time given
(two minutes) to recall an event was short and they were worried they might
not be finished, which may have distracted them.

Several participants mentioned that once they recalled a memory using ABR,
continuous memories kept coming back to them even after the emotion elicita-
tion task was over. This might indicate that emotion elicitation through autobi-
ographical memory recall might affect the person for longer periods than other
methods, because it is more difficult to fully stop the elicitation when prompted.
One participant also mentioned that positive memory recall led to thinking neg-
ative memories only in the virtual environment. This indicates possible deviation
in behavior and we believe this requires further exploration in VR.

5 Discussion

In this section, we discuss the feasibility of conducting studies entailing emo-
tions and emotion elicitation methods in VR by drawing upon the conducted
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Fig. 5. The lasting effect of arousal, dominance and valence for each emotion with each
elicitation method in the real world and the virtual world.



16 Rivu et al.

comparative study. We discuss the differences between the induced emotions in
the real and the virtual world. We also present a comparison of the different
emotion elicitation methods and the lessons learned.

5.1 Elicitation Methods in VR

We explored four emotion elicitation methods (audio, video, image, autobio-
graphical recall) which have been actively used for research in the real world.
We observed that all four elicitation methods were capable of inducing emo-
tions in VR similar to the real world, indicating similar emotional states from
participants in both environments.

Taking a closer look at each method, we note that emotion elicitation using
video induced stronger negative emotions (Anger, Sadness) in the virtual world.
Similar to video elicitation method, image also is capable of inducing the de-
sired emotions in both the worlds with stronger intensity in the virtual world.
Elicitation method using audio failed to induce emotions of the same inten-
sity compared to other methods. Using autobiographical memory recall induces
stronger emotions for Sadness and Excitement in VR, but stronger emotions in
the real world for Anger.

5.2 Elicited Emotions

We measured the induced emotions using the SAM scale, where participants
rated the emotions in three dimensions: valence, arousal and dominance. Gen-
erally, our results show that the emotions induced in both RW and VR followed
a very similar pattern. None of the measured emotions showed any statistically
significant differences between the settings in any of the dimensions. At more de-
tailed analysis of the elicitation methods, emotions, and dimensions shows that
only 2 combinations out of the total 36 showed significant differences between
the settings (Video-Sadness-Dominance and Image-Excitement-Arousal).

After each elicitation, we measured the emotion five times in 30-second inter-
vals to investigate how quickly the emotion would fade. Prior work investigated if
virtual environment itself induces the same emotions when compared to the real
world [11] which shows that emotions remain similar in both the real and virtual
world. In our paper, we investigated the different emotion elicitation techniques
and the differences found between VW and RW were very small, either with no
difference or a difference of one point on the 9-point scale. The only exception
was the first SAM measure for Sadness, where there was a difference of two
points between VW and RW. Therefore, the way the emotions developed over
time after elicitation was also very similar between the real world and the virtual
world.

5.3 The Lasting Effects of the Elicited Emotions

By taking the SAM scale measures five times with 30-second intervals, we mea-
sured how each elicited emotion developed during the two minutes that followed



Emotion Elicitation Techniques in Virtual Reality 17

the elicitation. In many cases, the emotions still existed after this period, indi-
cating that two minutes may not be enough to diminish the elicited emotion.
This is both an opportunity and a challenge. For research purposes, researchers
might want to consider a longer waiting period between the elicited emotions,
or look for ways to diminish the emotions more quickly. For designers of VR
experiences, this could be useful information when designing the experience and
the specific scenes within, knowing that elicited emotions can last for some time.

5.4 Lessons Learned

Our results suggest that virtual reality could be used to research emotions and
emotion elicitation techniques, and acquire results that translate into the real
world. We note that the discrepancies between the RW and VW itself might
influence the experienced emotion and that this could be explored in-depth in
future work.

Through this study, we gained insight into the differences between emotion
elicitation methods. One highlight is the availability of resources for each method.
For example, using autobiographical method does not require any additional
resources as this is dependent on the participants only. But using other methods
would require researchers to have access to verified and established resources
to elicit the desired emotion. Obtaining the dataset is also a time consuming
process. The other prime difference is the implementation of methods in VR.
For example, writing in VR is harder to implement for autobiographical recall
compared to ”think-aloud” method.

Autobiographical recall has great potential in specific applications where us-
ing materials to elicit emotions is challenging (for example, automotive research).
However, we observed that many participants found it difficult to stop recalling
their life events once they initiated the process. This may affect further actions
from the user, thus care must be taken to ensure that users reach a neutral
emotional state when needed.

Our results can be translated to clear actionables, allowing researchers to
choose the most fitting method of emotion elicitation based on the task at hand
and the resulting preoccupation. For example, where visual senses are occupied
such as automotive studies, autobiographical recall or audio method is a fitting
approach. Where auditory senses are occupied, such as in a speech interface study
autobiographical recall (without think-aloud), image or video (without sound) is
a fitting approach. It can also help us to know which methods to eliminate from
a set of available options. For example, in a task where cognition is occupied,
one should avoid autobiographical recall.

Designers can use the results to inform the design of various VR experiences
such as Cinematic Virtual Reality (CVR) as well as VR games, where designers
want their experience to elicit specific emotions. For example, in a segment where
VR players admire a view and designers want to elicit happiness, auditory cues
could be used that do not interfere with the visual experience.
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5.5 Limitations and Future Work

To measure the elicited emotions, we used a subjective assessment (SAM scale).
Emotions could be more thoroughly measured with additional physiological mea-
sures such as heart rate and blood pressure [34].

Through our work, we identified three areas that could be addressed in the
future:

1) Diminishing elicited emotions in VR. In our work we observed how the
elicited emotions fluctuate over a brief period of time. In the future, it would
be valuable to investigate how long emotions truly last in VR, and which meth-
ods could be reasonably used to accelerate this process (for example, making
participants fill in a non-relevant questionnaire). Also, we could investigate how
exposure time to emotion-inducing material affects the emotions’ duration.

2) Exploring different implementations for autobiographical memory recall.
In our study, participants recalled life events without anyone else present in the
room. In the real world, this method is often conducted by asking participants
to write about their life events or talk about them to another person. Therefore,
in the future, it might be valuable to investigate different implementations of
autobiographical recall in VR (e.g, writing in VR, reporting the experience to a
virtual avatar).

3) Emotion elicitation during tasks. In our work, we focused on studying
emotion and emotion elicitation techniques at large. Because most VR experi-
ences and studies conducted in VR involve users being active and engaging in
various interactive tasks, it could be valuable to investigate further how tasks
of various nature might affect the performance of elicitation methods and the
strength of the invoked emotions.

6 Conclusion

In this paper, we explored how established emotion elicitation methods work in
virtual reality. In particular, we used four emotion elicitation techniques (audio,
video, image, and autobiographical recall) to elicit four different emotions (anger,
excitement, happiness, and sadness).

We conducted a user study, where participants experienced the elicitation
methods in a real-world study and in an identical virtual study. In particular,
we then compared the results between the real world and the virtual world.
We learned that: (1) Emotion elicitation methods work in a similar manner in
both VR and the real world, producing largely comparable results, (2) All of
the elicited emotions have a lingering effect and it takes time for the emotion
to diminish, and (3) All four elicitation techniques had very small differences
between the real-world and the virtual world. The experienced emotions were
in some cases slightly stronger in VR. Autobiographical memory recall had a
unique challenge, as participants found it difficult to stop recalling their memo-
ries further.

Through our work, we have gained an understanding of the potential, strengths,
and weaknesses of emotion elicitation methods in VR. Our work can inform how
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elicitation methods can be utilized in VR, and in particular, whether or not
results from virtual emotion studies can translate into the real world.
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