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Abstract. Multisensory experiences, that is, experiences that involve more than 

one of our senses, are part of our everyday life. We often tend to take them for 

granted, at least when our different senses function normally (normal sight 

functioning) or are corrected-to-normal (using glasses). However, closer 

inspection to any, even the most mundane experiences, reveals the remarkable 

sensory world in which we live in. While we have built tools, experiences and 

computing systems that have played to the human advantages of hearing and sight 

(e.g., signage, modes of communication, visual and musical arts, theatre, cinema 

and media), we have long neglected the opportunities around touch, taste, or 

smell as interface/interaction modalities. Within this keynote I will share my 

vision for the future of computing/HCI and what role touch, taste, and smell can 

play in it. 
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1 Introduction 

“The most profound technologies are those that disappear. They weave themselves into 

the fabric of everyday life until they are indistinguishable from it” (Weiser, 1995). 

Extending this vision of Mark Weiser, I believe that the most profound future digital 

technologies are those that unite all the main senses (sight, hearing, touch, taste, smell) 

into compelling experiences. Here below I outline some relevant developments we can 

observe today that make this vision for multisensory technologies more feasible than 

ever, but also leave us still with many challenges and responsibilities to consider.  

First, it is key to remind ourselves that our life experiences are multisensory in 

nature. Think about this moment. You may be reading this article while immersed in a 

sound atmosphere. There may be a smell in the environment, even if you are not aware 

of it, and you may be drinking a cup of coffee or eating something, while touching the 

means through which you read the article. All these different sensory inputs, but 

perhaps more, influence the experience that you have about reading the article. But 

what if we could design such multisensory arrangement to create a given, intended, 

experience? (Velasco & Obrist, 2021). 
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2 Defining Multisensory Experiences 

Multisensory experiences are increasingly changed and enabled through technology 

(e.g. Lin et al. 2020), and particularly through advances in the field of HCI (e.g. 

Cornelio et al. 2021, Maggioni et al. 2019, 2020, Vi et al. 2020). Beyond HCI, there 

are many other disciplines that are contributing to the continuous growth of our 

understanding of the senses, multisensory experiences, and the relationship between the 

senses and technology (see Velasco & Obrist 2020).  

To account for this growing interdisciplinary interest in multisensory research and 

practice and enable a dialogue across stakeholders we defined multisensory experiences 

as “…impressions formed by specific events, whose sensory elements have been 

carefully crafted by someone. For example, to create the impression of a sunflower, 

colours, shapes, textures, and smells are considered. The senses are placed at the 

centre of the formation of the impression of the sunflower, even in the absence of a real 

flower.” (Velasco & Obrist, 2020, p. 15).  

Imagine the experience of a sunflower. Technologies such as virtual and augmented 

reality (VR, AR) enable the creation of an impression of a sunflower, even in the 

absence of a real flower. This is enabled through advances in sensory devices and 

interface that allow us to carefully select and combine sensory stimuli in a virtual or 

mixed reality environment. The sunflower example is only one of many experiences 

we can design for and to illustrate a multisensory experience. You can think of any 

other experiences you have in your everyday life such as eating an apple, watching a 

movie, or reading this article.  

It is worth noting that whilst most of people’s experiences are multisensory per se, 

multisensory experiences are different in that there is intentionality in them. In other 

words, while, say, walking in a forest or jungle (event) involves a number of sensory 

elements, a multisensory experience, as we put forward, is carefully designed by 

someone. Take, as an example, a walk in the jungle that has been designed by a 

landscape architect in order to evoke specific impressions in a given receiver. Hence, 

when one refers to multisensory experiences, the “design” part is implied. For this same 

reason, multisensory experiences and multisensory experience design are often used 

interchangeably (see further details in Velasco & Obrist, 2020, and a primer in Velasco 

& Obrist, 2021). 

3 Designing Multisensory Experiences 

Technology has revolutionised how we communicate, work, relax, and share 

experiences. In effect, technology has not only changed the way in which we experience 

the world around us but has become an experience in itself. Do you remember the one 

time you forgot your smartphone at home, the Internet connection did not work, or your 

computer just did not turn on and you stared at a black screen? Experiencing those 

moments of being “online” and “offline” can be frustrating. It can disconnect us from 

others and at the same time remind us about what it means to be human, without 

extensions or augmented capabilities, in an increasingly digital world. Even events that 

were only partially influenced by technology until recently such as eating, have become 
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increasingly a playground for introducing technology to provide us with completely 

new dining experiences. 

How would it feel to eat your dinner wearing special glasses that make your 

vegetables look more appealing? How would it feel like to eat in zero gravity without 

the use of any plateware? Food just floats in front of you and the only thing you need 

is your mouth to catch the food. It may sound like science fiction, but advances in 

levitation technology make it possible. You could, for example, levitate a piece of pear 

to impress your dinner date, as Anakin Skywalker did to impress Princess Amidala in 

Star Wars: Attack of the Clones. Unexpected and novel experiences can become a 

reality through technological advances, and thus not only change the experience, but 

become the experience itself (see TastyFloats by Vi et al. 2017, LeviSense by Vi et al. 

2020).   

Now, consider how to design a multisensory experience that has no real-world 

sensory representation. For example, dark matter is often discussed in the general media 

but difficult to grasp for non-experts. How can we use sensory elements to design an 

experience that makes the invisible visible, feelable, and much more? Together with 

astrophysicists from Imperial College, we carefully crafted a multisensory experience 

of Dark Matter. This experience is facilitated through the integration of multiple 

technologies, including an ultrasonic mid-air haptic device to create tactile sensations 

on people’s hands (Obrist et al. 2013, Carter et al. 2013), a scent-delivery device to 

release the smell at specific moments (Maggioni et al. 2019), a projector to create the 

visual effect of the universe inside the dome, and noise-cancelling headphones to follow 

the audio narrative (see details in Trotta et al. 2020). Within the field of science 

communication, there are increased efforts to make those scientific concepts more 

accessible through the use of technology, sensory experiences, and new ways of 

storytelling (Hajas et al. 2020). 

We only start to understand the design space for multisensory experiences and 

enabling technologies. With the continuous design and development of multisensory 

technologies, questions arise such as to what extent are those technologies going to 

change humans and our everyday lives and become an extension and augmentation of 

our human capabilities (physical, perceptual, and cognitive) and consequently of 

ourselves. The growing degree of integration between humans and technology, starting 

from today’s mixed reality spaces, makes us wonder how technology will keep 

changing us humans (Mueller et al. 2020). 

4 Responsible Innovation around the Senses & Technology 

The excitement about multisensory experiences in academia and industry, opens a 

plethora of opportunities but also needs to be met with responsibility. However, there 

is, to date, little discussion on the implications of multisensory experiences (e.g. on our 

body see Brianza et al. 2019, creating illusions Pittera et al. 2019).  

Considering the above introduced definition of multisensory experiences, we 

postulated the three laws of multisensory experiences. These laws focus on 

acknowledging and debating publicly different questions that are at the heart of the 

definition of multisensory experiences, namely, the why (the rationale/reason), what 
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(the impression), when (the event), how (the sensory elements), who (the someone), 

and whom (the receiver), associated with a given multisensory experience.  

The three laws indicate (Velasco and Obrist, 2020, p. 79): 

I. Multisensory experiences should be used for good and must not harm others. 

II. Receivers of a multisensory experience must be treated fairly. 

III. The someone and the sensory elements must be known. 

The first law aims to guide the thinking process related to the question: Why and 

what impressions and events we want to design for? The answer to this question, should 

always be: Reasons, events, and impressions must not cause any harm to the receiver, 

nor anyone else. Multisensory experiences should be used for good. The second law 

aims to make people reflect about the questions: Who are we designing for? Should we 

design differently for different receivers? The first question helps to identify the 

receiver and its characteristics. The final law seeks to address two questions. First, who 

is crafting the multisensory experience? Second, what sensory elements we select and 

why? With this law we call for transparency in terms of who designs, what knowledge 

guides the design, and what sensory elements are chosen to craft an impression. 

Although it is possible that not all information may be provided upfront to the receiver, 

they must have easy access to such information if they want. 

In summary, today is one of the best moments to design multisensory experiences in 

that both science and technology are evolving faster than ever and providing us with a 

deeper understanding of our senses as well as multisensory technologies to stimulate 

and extend them. Nevertheless, there are still many questions and unknown answers 

when looking from the present into the future. For example, the growing degree of 

integration between humans and technology, makes us wonder how technology will 

keep changing us humans and consequently also inform the design of humanoid robots 

and future artificial intelligent (artificial intelligence, AI) systems. While humanoid 

robots still have a long way to go before becoming part of everyday lives, they are 

surely increasingly becoming ready for it, especially with AI making progress. With it, 

humanoid robots will be equipped with all the main human senses: sight, hearing, touch, 

smell, and even taste when it will, if at all, become necessary for them to fully function. 

Advances in sensor technology facilitate those development.  

Only time will tell how the future relationship between humans and technology will 

look like, although we can be assured that it will be both promising and challenging in 

the context of multisensory experiences. 
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