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Global Control of Soft Manipulator by Unifying
Cosserat and Neural Network

Haihong Li, Lingxiao Xun, and Gang Zheng

Abstract—Soft manipulators, a relatively novel class of robots,
are increasingly prevalent in the field of robotics. Due to the ma-
terial nonlinearity and the absence of links and joints which are
typically used to derive their kinematics and dynamics, the exact
modeling and effective control frameworks of such soft robots are
much more difficult than the traditional rigid counterparts. To
achieve global control of the end-effector position of the soft ma-
nipulator actuated by cables, this work proposes a hybrid control
strategy by unifying the piecewise linear strain (PLS) Cosserat
model and radial basis function neural network (RBFNN) to
approximate the Jacobian matrix of any end-effector position in
the whole workspace, and then designs a global control scheme
based on the approximation of Jacobian matrix. The theoretical
convergence proof and experimental validation are provided for
the designed global controller. The results corroborate that the
proposed control strategy has excellent accuracy and robustness
in tracking desired time-varying trajectories through different
experiments.

Index Terms—Soft manipulator, Cosserat, neural network,
controller.

I. INTRODUCTION

The biological systems in nature provide significant inspi-
ration of soft structures which are able to bend, extend, shear
and twist. Examples include elephant trunk, octopus tentacles,
mammalian tongue, robotic fish, etc. Unlike the conventional
rigid robots, all of such continually deformable structures have
an infinite number of degrees of freedom, which provides
soft robots an incredible agility to adapt to new environments
and move in narrow spaces [1]. However, it remains a sub-
stantial challenge to establish a mathematical model suitable
to accurately describe the kinematics and dynamics of such
high-dimensional systems due to their inherent properties of
compliance and flexibility. Additionally, the development of
high-performance control approaches for soft robots is also a
challenging research area.

To address the above-mentioned challenges, one of the most
used techniques is to deduce the exact models of soft robots.
In [2], the kinematic model was derived using geometric
information, followed by the application of a computed torque
controller to control an eel-like soft robot. The piecewise
constant curvature (PCC) has proven to be quite feasible with
a vast range of control applications [3], [4]. For example, their
use in the inverse kinematic control [5], [6], the closed-loop
dynamic feedback controllers [7], [8], [9], and feedforward
dynamic control [10]. However, under the condition of external
loads or contact with the environment, the validity of the CC
assumption is relatively conservative and unsuitable for many
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applications [11]. Other techniques have also been used to
get the models. In [12], the authors employed Euler-Bernoulli
beam theory to model the bending mode of the robot, and
developed the position and orientation control for an eversion
robot with changing structural stiffness. FEM models are
suitable to handle material and geometric nonlinearities, and
can provide a more accurate representation of deformations of
soft robots [13], [14]. In order to provide a general method
to control soft robot, an open-loop controller was designed
via the FEM model [13]. In [15], the authors employed FEM
and visual tracking technique to achieve the feedback control
for soft robots. [16] analyzed the dynamics of soft robots,
and used the reduced-order model technique to achieve fast
convergence of soft robots to a desired position.

The Cosserat beam model is the geometrically nonlinear
generalization of the other beam theory-based modeling meth-
ods for slender soft robots [17]. [18] overcame the expensive
model computational obstacle, and adopted the Cosserat rod
model to design a robust controller for continuum robots.
The authors of [19] combined the Cosserat kinematic model
with integrated sensing and the Jacobian matrix to provide a
practically feasible closed-loop control system for application
to soft robots. Previous research has also explored the use
of discrete Cosserat model-based controllers. For instance,
in [20], a first-order approximation assumption of piecewise
constant strain (PCS) dynamics was proposed, based on which
the closed-loop task-space dynamic controllers were devel-
oped. The geometric variable strain Cosserat approach [21]
was used to carry out the Jacobian-based inverse kinematic
control of the general soft manipulator. However, this model-
based control method ignored the external forces and lacked
the experimental validation [22]. The piecewise liner strain
(PLS) Cosserat model proposed in [23] was used to achieve
the local control of end-effector position for the cable-driven
soft manipulator [24]. For those mentioned Cosserat-based
modeling method where the strains were used to parameterize
the manipulator’s deformation, the proposed global controllers
in the existing literature have only been validated through
simulation, but cannot be implemented into the real prototype,
as those strains are difficult to be measured in practice.

All of the aforementioned control techniques, for the track-
ing control of soft continuum robots, require the exact models
(either kinematic, or dynamic) to be known. In contrast,
model-free controllers have proposed to control the soft
robots with the uncertainties and complexities of nonlinear
behaviors using machine learning techniques or empirical
methods. In [25], the machine learning-based method was
introduced to achieve the closed loop kinematic control of
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continuum robots in the task space. [26] used the kinematic
and kinetic models based on artificial neural network (ANN)
to control the compact bionic handling arm. For the work of
[27], the authors employed the continual learning technique
to design controllers able to continuously adapt to changes
in robot dynamics. [28] used an ANN to approximate the
input-output relation of a cable-driven soft robot, designed
the robust controller, and provided the proof of the stability
and robustness as well. [29] presented a machine learning
based approach towards development of dynamic model and a
trajectory optimization method of predictive control for the
soft manipulator. In [30], a data-based control framework
was introduced to solve the soft robot underwater locomotion
problem using deep reinforcement learning. [31] described a
Koopman-based approach and its application to model predic-
tive control design for pneumatic soft robots. [32] employed
the machine learning approach to estimate the a differentiable
model of the quasi-static physics of a soft robot, and then
performed gradient based optimization to find the best open-
loop control input. [33] presented a method to train the
forward kinematic model and its Jacobian together as two
neural networks to realize the real-time computation of inverse
kinematics on soft robots. Despite their gratifying advances,
collecting a representative and sufficient amount of data is still
challenging for most learning-based control approaches for
soft robots [34]. Furthermore, stability analysis and theoretical
convergence proofs are difficult to provide for the learning-
based controllers.

The hybrid control method combining model-based and
learning-based control approaches has also been a cutting-
edge control strategy for soft robots, which can be regarded
as an improvement of model-free control while incorporating
the strengths of physics models. In [35], a supervised learning
method to solve the inverse statics of the cable-actuated soft
manipulator with non-constant curvature was introduced. [36]
presented a model-based policy learning algorithm for closed-
loop predictive control of a soft robotic manipulator. For the
work of [37], the authors put forward a hybrid modeling
method which combined the first-principles model with ma-
chine learning methods to improve overall performance of
the nonlinear model predictive controller. Based on FEM and
ANN, [38] proposed a transfer learning scheme to minimize
the effort of generating real data for neural network training,
and achieved the fine control of a real soft pneumatic actuator.
In [39], the authors introduced a model-based online learning
and adaptive control algorithm for the wearable soft robotic
glove, which enabled the soft glove to adapt to diverse hand
conditions for reference tracking.

To the best of our knowledge, up to now, the discrete
Cosserat static model-based control technique combined with
the neural networks is scarcely explored in soft robotics.
This motives the work of this paper, where we propose a
hybrid approach to globally control the end-effector position
of the cable-driven soft manipulator by unifying both the
PLS Cosserat static model and the neural networks to track
the trajectories within its whole workspace in real time. In
summary, compared to other kinematic or static model-based
controller design for soft robots, the contributions of this work

Fig. 1. Schematic of the end-effector position control for the cable-driven
soft manipulator.

Fig. 2. Sub-workspaces and their associated configurations for the soft
manipulator.

include the following:
I An optimization-based approach is presented to obtain

the whole workspace of the soft manipulator via PLS
Cosserat, and a novel decomposition strategy of the
workspace is proposed;

I A method to solve the inverse statics of the soft manip-
ulator modeled by the PLS Cosserat approach using the
minimum potential energy principle is implemented to
determine the unique configuration of manipulator;

I The radial basis function neural network (RBFNN) is
unified with PLS Cosserat to globally approximate the
Jacobian matrix of any end-effector position of the soft
manipulator in its whole workspace;

I The robust control scheme for the cable-driven soft
manipulator is established with complete mathematical
proof. Experimental implementations on the soft pro-
totype corroborate the feasibility and robustness of the
proposed controller.

II. PROBLEM STATEMENT

In this paper, the objective is to develop an efficient closed-
loop controller based on the approximated static model for the
purpose of controlling the end-effector position of the cable-
driven soft manipulator within its whole workspace WE .

To realize this objective, PLS Cosserat rod model [23]
is adopted in our work to model the soft manipulator, as
depicted in Fig. 1. The material-attached reference frame
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(d1, d2, d3) of the continuous Cosserat rod can be defined

as g(s) =

(
R(s) u(s)
0> 1

)
∈ SE(3) where u(s) ∈ R3

represents the position field of any cross section at s ∈ [0, L],
R(s) ∈ SO(3) stands for the material orientation in the
form of an orthonormal rotation matrix w.r.t. the inertial
frame (p1, p2, p3). In the framework of PLS, the configuration
space, noted as q ∈ R6(N+1), is parameterized by 6 strain
components of each interpolation node of soft manipulator
divided into N sections. We denote u ∈ R3 as the end-effector
position of the soft manipulator (workspace), and T ∈ RN

as tension magnitude vector of N (N ≥ 4) cables (actuator
space) attached at the end-effector of the manipulator, then by
applying the principle of virtual work as described in [21], the
PLS Cosserat static and kinematic models are derived as

Kq +G(q) = HT (1a)
u(q) = Pg(q)E (1b)
η = J(q)q̇ (1c)

where K ∈ R6(N+1)×6(N+1) is the generalized stiffness
matrix, G(q) ∈ R6(N+1)×1 is the generalized gravitational
matrix, and H ∈ R6(N+1)×N is the generalized actuation
matrix; P and E are the pre-defined selection matrices;

η =
(
Ω>,V >

)>
∈ R6 represents velocity twist where

Ω ∈ R3 and V ∈ R3 stand for the angular and linear velocity,
respectively; J(q) is the geometric Jacobian matrix describing
the relation between the velocity twist and the time derivative
of the generalized strain of the soft manipulator. With the
above PLS Cosserat models, we can obtain

u̇ = Γ(q)Ṫ (2)

where Γ(q) ∈ R3×N is the Jacobian matrix, which determines
the directional relation between the input and the output of the
system. Then the classical pseudo-inverse method, based on
the inverse of Γ(q), can be applied to design robust controller.
However, it is evident that the calculation of Γ(q) requires
the knowledge of the generalized strain vector q, which is
practically difficult to be measured.

In order to solve the mentioned issue of the PLS Cosserat
model-based control design for soft robots, this work aims
to globally (i.e., for all admissible q) approximate Γ(q) in
advance, and thus design a robust pseudo-inverse controller,
based only on the measurement of end-effector position, to
realize the global control of u.

Concretely, we propose to divide the whole workspace
WE into several sub-workspaces, denoted as Wi ⊆ WE ,
i = 1, 2, · · · ,m, where m represents the number of the
sub-workspaces, as shown in Fig. 2, choose a representative
equilibrium point ui ∈ Wi from the ith sub-workspace, and
calculate the associated Jacobian matrix Γi in advance. Sub-
sequently, the global approximation of Γ(q) will be realized
via a neural network (with parameter αi to be trained) as

Γ(q) = Γ̂(u) =

m∑
i=1

αi(ui)Γi

where Γi represents the ith representative Jacobian matrix.

In summary, to design the presented global controller by
unifying PLS Cosserat static-model and neural network, the
following 4 questions need to be answered:
Q1: How to estimate and divide the whole workspace WE?
Q2: For each sub-workspace, how to calculate the associated

Γi?
Q3: With the pre-calculated Γi, how to construct the neural

network to approximate Γ(q)?
Q4: With the obtained Jacobian matrix approximation Γ̂, how

to design a robust controller to realize the global control
objective of u?

In the following, III-A will present the detailed solution to
Q1, followed by Q2 addressed in III-B. After that, III-C will
correspond to the solution to Q3. Finally, III-D will provide
the answer to Q4.

III. ROBUST CONTROLLER DESIGN VIA THE PLS
COSSERAT STATIC MODEL AND NEURAL NETWORK

In this section, we firstly present a workspace estimation and
decomposition approach for the PLS Cosserat static model,
which provides the benefit for the soft robotic applications
mainly related to their control. Next, the analytical solution
of the matrix Γ(q) is provided, and an optimization approach
is presented to solve the inverse PLS Cosserat static model
for the purpose of computing Γi. After that, a novel neural
network based strategy for the off-line estimation of the
Jacobian-based relation matrix between the input and output
of the soft manipulator in the whole workspace is proposed.
Finally, we design a closed-loop feedback control, and provide
the theoretical convergence proof for the designed controller.

A. Workspace Estimation and Decomposition

The subject of workspace determination has been widely
studied by the soft robotic community, which includes all
its equilibrium points where the end-effector of soft robots
can reach. The goal of this subsection is to estimate and
decompose the feasible workspace of the soft manipulator
based on the PLS Cosserat model by using the optimization-
based approach. The workspace WE of the robot’s end-
effector can be defined as

WE =
{
u ∈ R3|u = Pg(q)E,Kq +G(q) = HT ,∀T ∈ T

}
where T ∈ RN represents tension magnitude vector of N
cables, and T = T1×· · ·×TN with Ti =

[
T i
min, T

i
max

]
being

the minimal and maximal tension bounds of the ith cable for
i = 1, · · · , N .

To obtain the correct estimation of the whole workspace,
an optimization-based method [40] is implemented on the soft
manipulator that has been modeled by the PLS Cosserat ap-
proach. As a result, the whole workspace estimation algorithm
can be formulated as

arg min
q(i), T (i)

‖u(q(i))− E(i)‖22

s.t.

{
Kq(i) +G(q(i))−HT (i) = 0

T (i) ∈ T

(3)
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with

u(q(i)) = Pg(q(i))E

E(i) = δ(i)x δ
(i)
y δ

(i)
z E0

where E(i) represents the selected radiating vector outside
the workspace WE , E0 is the initial radiating vector, δ(i)x,y,z

stand for the basic rotation matrices about the x-, y-, and z-
axis, respectively. The detailed algorithm procedures of the
optimization-based method along with the scheme to address
the non-convexity problem (i.e., how to accurately determine
the interior boundary of the workspace) can be found in [40].
Eventually, we can estimate the end-effector workspace for the
studied soft manipulator by solving the minimization problem
(3).

The properties of Jacobian matrices of all end-effector
positions in a certain sub-workspace are considered to be
the same, and thus we can use a nominal Jacobian matrix
to replace all Jacobian matrices in this sub-workspace. With
the obtained whole workspace WE , the scheme of workspace
decomposition will be introduced. In terms of two different
points ui ∈ WE and ui+l ∈ WE , for l = 1, 2, · · · , S (any
point around ui), the Jacobian matrices (i.e., Γi, and Γi+l)
respectively corresponding to the end-effector positions (i.e.,
ui, and ui+l) can be obtained. Thus, we propose the following
decomposition rule along the workspace surface to determine
whether ui and ui+l belong to the same sub-workspace or
not:

Sgn(Γi) = Sgn(Γi+l) (4)

where the symbol Sgn(·) applies the conventional sign func-
tion to the matrix via an element-wise way. The sign for the
elements of the Jacobian matrix Γ represents the directional
relation between cables’ tension and end-effector position. If
the rule formulated in (4) holds, then ui and ui+l will be
classified into one sub-workspace Wi where ui is defined
as the representative equilibrium point of the sub-workspace.
Otherwise, the two distinct sub-workspaces will be generated
for ui and ui+l, respectively. Comparing the elements’ sign
from the Jacobian matrices around all equilibrium points
in WE iteratively, we can finally decompose the whole
workspace of the soft manipulator via the PLS Cosserat into
m different sub-workspaces.

B. Calculation of Γi for the ith Sub-Workspace

To compute Γi, we need to know the analytical formula
of Γ(q) and the associated strain value of q for a given
equilibrium end-effector position ui ∈ Wi which in fact is
the well-known problem of inverse static model. Therefore,
this subsection will firstly deduce the analytical formula of
Γi, and then present how to solve the inverse PLS Cosserat
static model.

1) Analytical formula of Γ(q): With the exact relation
described by (2), the matrix Γ(q) can be formulated as

Γ(q) =
∂u

∂T
=
∂u

∂q

∂q

∂T
(5)

Obviously, the calculation of the matrix Γ(q) can be re-
garded as the multiplication of ∂u

∂q and ∂q
∂T . The exhaustive

derivation of the two parts can be found in Appendix A. From
the kinematic model (1b-1c), we have

∂u

∂q
=
[
03 R(q)

]
J(q)

Taking the derivative of (1a) with respect to T yields

∂q

∂T
=

(
K +

∂[G(q)

∂q

)†
H

Consequently, the analytical solution of Γ(q) is equivalent
to

Γ(q) = [03 R(q)] J(q)

(
K +

∂[G(q)]

∂q

)†
H (6)

where (·)† implies the pseudo-inverse of (·).
2) Inverse PLS Cosserat Static Model: With the analytical

formula of Γ(q) deduced in Section III-B1, for a given ui ∈
Wi, if we can solve the inverse statics of (1a-1b) to get the
associated qi, then we can obtain the value of Γi for Wi.
Therefore, the following presents how to solve this inverse
problem within an optimization framework.

For a given end-effector position ud, the first intuitive ap-
proach to solve the inverse statics is to minimize the following
cost function

arg min
(q, T )

‖u(q)− ud‖22

s.t.

{
Kq +G(q) = HT

T ∈ T

(7)

with u(q) = Pg(q)E, where ‖ · ‖ denotes the standard
Euclidean norm. Theoretically, multiple solutions might exist
for the above optimization problem, which heavily depends on
the initial guess values of q and T .

In order to overcome the issue of multiple solutions, this
paper proposes to integrate the minimum potential energy
principle into the minimal distance based cost function, since
such a principle guarantees a unique configuration of any me-
chanical system in a static equilibrium. Motivated by this idea,
for the given end-effector position ud with its associated strain
configuration q, the corresponding elastic potential energy PE

and gravitational potential energy PG of total length L of the
soft manipulator can be written as

PE =
1

2

∫ L

0

q>Φ>H(s)Φqds

and

PG =

∫ L

0

O>(s)M(s)Gds

where Φ ∈ R6×6(N+1) is a generalized matrix consisted of
coefficient matrices of strain interpolation nodes via the PLS
assumption, H(s) ∈ R6×6 stands for the stiffness matrix of
each cross section, O(s) = [0>3×1 u

>(s)]> represents the
position vector of each cross section with respect to the inertial
frame, M(s) ∈ R6×6 is the mass matrix of any cross section,
and G ∈ R6 is the gravitational acceleration twist.
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Consequently, the inverse problem is solved in this paper
by minimizing the following cost function

arg min
(q, T )

‖u(q)− ud‖22 + β(PE + PG)

s.t.

{
Kq +G(q) = HT

T ∈ T

(8)

with β being the positive weight.
To handle the inequality constraint in (8), the nonlinear

interior point method [41] is used. Specifically, adding the
logarithmic barrier function B to the objective function in
order to remove the inequality constraints, the original NLP
problem (8) can be then approximately re-formulated as

arg min
x=(q, T , µ)

‖u(q)− ud‖22 + β(PE + PG)− µB

s.t. Kq +G(q) = HT
(9)

with

µ =
[
µ1 . . . µ2N

]
, B =



log(T 1 − T 1
min)

...
log(TN − TN

min)
log(T 1

max − T 1)
...

log(TN
max − TN)


,

where µ is the barrier parameter vector. The Newton-type
method is then used to find the optimal solution x∗ of such an
optimization problem with the nonlinear equality constraints.

C. Global Estimation of Γ(q) via Neural Network

Inspired by the thought of Section III-B, a series of
Jacobian matrices corresponding to the representative end-
effector positions of the m sub-workspaces are computed
to construct a set of matrix basis, represented by Γ =[
Γ>1 Γ>2 · · · Γ>m

]> ∈ R3m×N, and the weight vector
α(u) =

[
α1(u) α2(u) · · · αm(u)

]
∈ R1×m is then

defined. Finally, we propose to use the matrix basis Γ obtained
from the PLS Cosserat model to globally approximate Γ(q)
corresponding to the any end-effector position u while its
corresponding weight vector α(u) will be determined via a
trained neural network. In other words, for any end-effector
position u ∈ WE in the whole workspace, its associated
matrix Γ(q) approximation problem can be then transformed
to a regression one, and it yields

Γ̂(u) =

m∑
i=1

αi(u)Γi

To obtain the value of α(u), we use the radial basis function
neural network (RBFNN) which is a commonly used three-
layer feedforward network. Next, I will present how to ap-
proximate the parameter α(u). According to the input-output
relation (2), the regression problem can be then formulated as
the following linear optimization one:

argmin
WT

f =

k∑
j=1

‖uj − uj−1 −
( m∑

i=1

αi(uj)Γi

)
(T j − T j−1)‖22

(10)

with
α>(uj) = W>h(uj)

h(uj) =
[
h1(uj) h2(uj) · · · hn(uj)

]>
hl(uj) = exp

(
−‖uj − cl‖2

2b2l

)
, l = 1, 2, · · · , n.

where uj ∈ R3 is the end-effector position vector, k represents
the number of the equilibrium points evenly selected from the
workspace, W> ∈ Rm×n is the estimated weight matrix, n
is the number of the neurons, and h(uj) ∈ Rn with hl(uj)
being the Gaussian kernel function of the lth neuron, cl and
bl are the center and width of the Gaussian kernel function,
respectively.

From the objective function of (10), we try to find the pairs
of (T j ,T j−1) and (uj ,uj−1). To generate the training data
sets, we start from an equilibrium point j and change a little
cable’s tension from T j to T j−1, and then the end-effector
position will be changed from uj to uj−1. In this way, we
can obtain a set of training data. We can select k points and
repeat this operation to generate multiple training data sets.
Finally, the gradient descent method is used to solve the above
optimization problem.

Remark 1: It must be pointed out that one possible solution
is to approximate the Jacobian matrix Γ(q) by using for
example back propagation neural network (BPNN) as pre-
sented in [42]. Nevertheless, BPNN is susceptible to getting
stuck in local minima during the optimization process, and
more prone to over-fitting, especially when the data is scarce.
In our work, we use a hybrid strategy of both the PLS
Cosserat model and RBFNN to calculate the approximation
of Γ(q), which effectively ensures accurate control since it
takes full advantage of the model information. On the one
hand, the offline calculation method of the Jacobian matrix
Γ(q) by using the RBFNN greatly improves control accuracy,
as RBFNN can avoid local minima, over-fitting, and better
approximate the real Jacobian matrix. On the other hand,
compared to the FEM-based gain-scheduling control of a soft
trunk robot [43], this method globally approximates Γ(q)
of any end-effector position u ∈ WE , and allows the soft
manipulator to track different time-varying trajectories in real
time.

D. Global Robust Controller Design

Specifically, according to the deduced input-output relation-
ship in (2), a robust controller (valid for the whole workspace)
for the soft manipulator is developed in this subsection. The
feedback control law is designed as follows

Ṫ = Γ̂
†
(u)(−λ1e− λ2

∫ t

0

eds) (11)

where λ1 ∈ R3×3 and λ2 ∈ R3×3 are constant diagonal,
positive-definite matrices of feedback gains; e = u−ur with
ur being a constant desired end-effector position. With the
introduced notations, (2) can be written as

ė = −(λ1e+ λ2

∫ t

0

eds)−∆ΓΓ̂
†
(λ1e+ λ2

∫ t

0

eds) (12)
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with Γ = Γ̂ + ∆Γ, where ∆Γ represents the estimation error
of the Jacobian matrix.

Assumption 1: With enough training samples to train the
RBFNN described in Section III-C, it is assumed that there
exists a constant ε > 0 such that

‖Υ‖ ≤ ε < 1, ∀T ∈ T (13)

with Υ =

[
∆ΓΓ̂

†
03

03 ∆ΓΓ̂
†

]
∈ R6×6, where ‖Υ‖ represents

the spectral norm of matrix Υ, and ε is a prescribed approxi-
mation accuracy error. It is worth noting that the smaller ε is,
the more accurate Jacobian matrix we have obtained by using
RBFNN.

Theorem 1: In terms of the studied soft manipulator de-
scribed by (2), for given λ1, λ2, there exist symmetric
positive-definite matrices P and Q that fulfill the Lyapunov
equation

PA + A>P = −2Q, (14)

with A =

[
03 I3
−λ2 −λ1

]
, if the approximation accuracy error

ε satisfies
ε ≤ λmin(Q)

λmax(P)‖B‖
, (15)

with B =

[
03 03

−λ2 −λ1

]
, the proposed controller (11) can then

drive any u ∈ WE to the desired constant position ur ∈ WE ,
i.e.,

lim
t→∞

‖u(t)− ur(t)‖2 = 0

Proof 1: To prove the stability of the system, we introduce

the state variable: ζ =

[∫ t

0
eds
e

]
. Then, the system (12) can

be re-written as the following state-space form:

ζ̇ = Aζ + ΥBζ

Note that we want to prove ζ(t)→ 0 when t→∞, and this
is equivalent to prove V (ζ)→ 0 when t→∞, where V (ζ) is
a Lyapunov function defined as

V (ζ) = ζ>Pζ

Then, the derivative of V (ζ) w.r.t. time t yields

∂V

∂t
= V̇ = ζ>Pζ̇ + ζ̇

>
Pζ

= ζ>
(
PA + A>P

)
ζ + ζ>

(
PΥB + B>Υ>P

)
ζ

Logically, if both (14) and (15) hold, we can conclude that

V̇ = −2ζ>Qζ + 2ζ>PΥBζ

≤ −2ζ>Qζ + 2‖PΥB‖ζ>ζ
≤ −2ζ>Qζ + 2λmax(P)‖ΥB‖ζ>ζ

≤ −2ζ>Qζ + 2
λmax(P)

λmin(Q)
‖ΥB‖ζ>Qζ

≤ −2

(
1− λmax(P)

λmin(Q)
‖Υ‖‖B‖

)
λmin(Q)

λmax(P)
ζ>Pζ

≤ −2

(
1− ελmax(P)

λmin(Q)
‖B‖

)
λmin(Q)

λmax(P)
V < 0

Fig. 3. Soft manipulator prototype actuated by cables [23].

which guarantees that V exponentially converges to 0. Thus,
we can derive that ζ(t) exponentially converges to 0.�

The controller designed in (11) is dependent on the pseudo-
inverse of the matrix Γ̂, while the RBFNN in Section III-C
is not trained to provide this pseudo-inverse. To get rid of the
inversion during the run time of the control, Γ̂

†
can also be

directly obtained by using RBFNN as long as Γ† is selected
as the matrix base.

IV. EXPERIMENTAL TESTING ON THE SOFT MANIPULATOR

First of all, we describe the soft manipulator control system,
parameters setting of workspace estimation, and parameter
tuning of RBFNN-based optimization as well. Next, a series
of experiments are conducted to demonstrate the effectiveness
and robustness of the proposed controller. In the end, the
experimental comparison between the control scheme which is
only valid in a certain sub-workspace and the proposed robust
controller suitable for the whole workspace is carried out.

A. Soft Manipulator Prototype Control System

The conical manipulator prototype is controlled by 4 inde-
pendent cables which are attached to the tip and pass through
the small holes of rigid rings mounted on the isotropic silicone
body. To obtain the end-effector position of the soft manipula-
tor, a long hole inside the whole body is made, and a magnetic
sensor is placed at the tip of the soft manipulator to measure
the end-effector position in real time. In detail, the exact
geometric parameters of the investigated soft manipulator are
illustrated in Fig. 3, and the identified material parameters
from [23] are: Young’s modulus E = 2.563 × 105 Pa, shear
modulus G = 8.543 × 104 Pa, and density of material
ρ = 1.41 × 103 kg/m3. In addition to the robot prototype,
there are micro controller, position sensor, Matlab environment
on the laptop, and 4 stepping motors for control of the cable
length, as shown in Fig. 4.

As for the optimization-based approach, we propose to
discretize the angles with a discretization step size of 0.05
Radian (Unit), 200 successive rays with respective direction
vector E(i), i = 1, 2, · · · , 200 emanating at angular intervals of
the angles γx = γy = γz = 2π/200 from the initial radiating
point which is exterior to the workspace. In this case, the
PLS Cosserat model is divided into three sections. Finally, the
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Fig. 4. Experimental setup. (a) A silicone soft manipulator; (b) End-effector;
(c) Stepping motor; (d) Micro controller; (e) Polhemus magnetic position
sensor; (f) Matlab environment on the laptop.

Fig. 5. The whole workspace of the investigated soft manipulator.

whole workspace of the cable-driven soft manipulator shown
in Fig. 5 can be obtained.

According to the proposed decomposition rule (4), the
whole workspace was finally divided into 8 sub-workspaces
where the 8 representative end-effector position points (as
illustrated in Fig. 6) that are respectively distributed in
their corresponding sub-workspace can be chosen. Calculating
their associated configuration variables by solving the inverse
model, we can then acquire 8 Jacobian matrices to form a
matrix basis for estimating (off-line) Γ(q) corresponding to
any end-effector position u ∈ WE .

In our test, the number of neurons required for the approxi-
mation of the Jacobian matrix Γ(q) is determined by recording
the achievable control performance with a given number of
neurons, and then, increasing the number of neurons until the
desired tracking effects are obtained. To determine the number
of neurons, we have defined the relative error between end-
effector position difference and its estimation as

e =
1

k

k∑
j=1

‖uj − uj−1 −
(∑m

i=1 αi(uj)Γi

)
(T j − T j−1)‖2

‖uj − uj−1‖2

and compared this metric e by using RBFNN with different
number of neurons. The smaller the metric e, the more
accurate approximation of Γ(q). To determine the number
of the neurons, many trials were required in the simulation
environment. Initially, 6 neurons were used, and then the

Fig. 6. From the left, the distribution of the representative end-effector
positions selected from all sub-workspaces, followed by the front view of
the selected points.

number was gradually increased to 27. We noticed that when
utilizing more than 24 neurons, e is almost the same as that
of using 24 neurons. Based on those simulations, using 24
neurons, the Jacobian matrix has been approximated with
sufficient accuracy such that the estimation error of Jacobian
matrix satisfies Assumption 1, and the control performance
has also reached the desired level. During the training process,
the estimated weight matrix in (10) was initialized to zero, and
the center of each neuron was dependent on the evenly chosen
end-effector position across the whole workspace.

Since we trained (off-line) the RBFNN in the simulation
environment, the sufficient data sets can be generated. We
tried to evenly choose 40 equilibrium points from the whole
workspace of the manipulator. For each point j, we can then
collect 4 groups of data pairs near itself by applying a small
perturbation to each cable. Thus, 160 sets of data pairs can
be obtained. We selected 50% of the data sets as training sets
which were enough to satisfy the control performance, and
the remaining 50% for validation purpose. The convergence
strategy of the RBFNN involves initializing the RBF centers
appropriately and iteratively adjusting the weights using op-
timization techniques to minimize the objective function, and
finally we use the gradient descent method to solve the linear
optimization problem.

B. Experimental Testing

To evaluate the performance of the proposed controller with
the obtained Jacobian matrix, different experiments including
slowly time-varying trajectory tracking tests and robustness
analysis are performed on the soft manipulator prototype.

1) Slowly Time-varying Trajectory Tracking Tests: In this
test, we used the RBFNN-based robust controller to track
circle and star-shaped slowly time-varying trajectories. The
results have been demonstrated in Fig. 7 and Fig. 8, clearly
showcasing the soft manipulator can rapidly track the different
slowly time-varying trajectories. Basically, the proposed PLS
Cosserat static model-based controller is feasible and effective
for the soft manipulator to move in its whole workspace.

2) Robustness Analysis: In an effort to demonstrate the
robustness of the proposed controller, a small Teenage Mutant
Ninja Turtle which can be considered as an externally per-
manent disturbance hanged on the soft body. Simultaneously,
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Fig. 7. Circular time-varying trajectory tracking in Y -Z plane by applying
the proposed global controller.

Fig. 8. Star-shaped time-varying trajectory tracking in Y -Z plane by using
the proposed global controller.

Fig. 9. The robustness validation of the soft manipulator from one point
to another one under the combination of the temporary and permanent
disturbances.

the temporary disturbances are exerted on the soft manipu-
lator with hand. The manipulator reaches the desired point
uref =

[
15.44 4.33 3.40

]>
from the initial equilibrium

point u0 =
[
14.83 0.00 −7.53

]>
. It can be clearly seen

from the experimental results depicted in Fig. 9 that the
proposed controller is robust in the sense that end-effector of
the soft manipulator still returns to the desired position after
a small fluctuation.

C. Comparison Results and Discussion

It can be observed that the size of circle and star-shaped
trajectories for the global controller tracking are slightly
smaller than those for the local controller tracking introduced
in [24], which may not fully highlight the strengths of the pro-
posed control scheme despite its good tracking performances.
Therefore, to intuitively demonstrate the advantages of the
proposed controller, we have implemented a comparison of
the tracking performance for the slowly time-varying spatial
curve trajectory by using the proposed control scheme and

Fig. 10. Tracking effect comparison of the slowly time-varying curve
trajectory in 3D space between the local controller (green line) with a constant
Jacobian matrix and the proposed controller (red line).

the controller with the constant Jacobian matrix. The result
indicates that the controller with a fixed Jacobian matrix for
the manipulator to track a slowly time-varying curve trajectory
around the whole workspace results in the divergence of the
system, as shown by the green line in Fig. 10. However, the
tracking effect for the global controller is excellent, as the
Jacobian matrix Γ of any end-effector position within the
whole workspace can be obtained. Thus, we can conclude that
global tracking performance has been achieved by unifying
RBFNN and PLS Cosserat.

To further showcase the superiority of the global control
method, a quantitative analysis of the tracking performance
of the studied soft manipulator given by the proposed global
controller and gain-scheduling controller in terms of maximum
error (ME) and root mean square error (RMSE) in task-space
trajectory of the end-effector has been performed and can
be found in Table I. From this table, it is confirmed that
the proposed global control scheme gives minimum tracking
errors (ME and RMSE) in X , Y and Z directions of different
trajectories (circle, star, and spatial curve) as compared to
the gain-scheduling controller. The used gains of the gain-
scheduling controller are displayed in Table II.

Through the tracking effect over the period of operation of
the system, we have found that the fine motion control possible
with the proposed global controller is extremely useful for the
positioning tasks, as it enables all the capabilities of the soft
manipulator to be exploited.

V. CONCLUSION

This contribution opens, for the first time, the possibility
of controlling the soft manipulator via a hybrid approach of
both PLS Cosserat static model and RBFNN to approximate
the Jacobian matrix between the task space and the actuator
space of the soft manipulator in its whole workspace, based on
which we designed a robust closed-loop controller to control
the end-effector position of the soft manipulator. Experimental
results for the soft manipulator following the fixed point
in the presence of external disturbances or moving along
slowly time-varying trajectories are presented to demonstrate
the performance (i.e., feasibility and robustness) provided by
the proposed global control technique. Additionally, the global
controller is independent of any specific robot’s cross-section,
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TABLE I
QUANTITATIVE ANALYSIS OF END-EFFECTOR POSITION TRACKING CONTROL ALONG X , Y AND Z DIRECTIONS FOR DIFFERENT CONTROLLERS

Control schemes Trajectory types
ux (Unit:cm) uy (Unit:cm) uz (Unit:cm)

ME RMSE ME RMSE ME RMSE

Global controller

Circle 0.106 0.027 0.100 0.033 0.011 0.062

Star 0.091 0.021 0.096 0.011 0.098 0.042

Curve 0.128 0.103 0.117 0.091 0.104 0.085

Gain-scheduling controller [43]

Circle 0.209 0.142 0.214 0.161 0.257 0.194

Star 0.255 0.149 0.269 0.157 0.230 0.135

Curve 0.232 0.163 0.218 0.134 0.245 0.151

TABLE II
PARAMETER SETUPS OF THE GAIN-SCHEDULING CONTROLLER

Trajectory types λ1 λ2

Circle


15

15

3.5



14

14

2.5



Star


20

20

7.0



16

16

6.5



Curve


18

18

8.5



12

12

2.5



and thus it can be easily adapted to controlling a wide range
of soft manipulators.

In the near future, the PLS Cosserat dynamic model-
based controllers will be designed to achieve the strain and
position control of the soft manipulator, and experiments on
the soft prototype will be carried out to validate the tracking
performances of the controllers.

APPENDIX

A. Derivation of ∂u
∂q and ∂q

∂T

1) ∂u
∂q : According to the definition of the velocity twist η,

the linear velocity V can be formulated as

V = R−1(q)u̇ = R−1(q)
∂u

∂q
q̇ (16)

Combining the definition of velocity twist with differential
model (1c), the linear velocity V can also be written as

V =
[
0 I3

]
η =

[
0 I3

]
J(q) q̇ (17)

Using the expressions (16) and (17), the partial derivative
of u with respect to q can be deduced

∂u

∂q
= R(q) [03, I3]J(q) = [03,R(q)]J(q)

2) ∂q
∂T : Taking the derivative of (1a) with respect to T , we

have (
K +

∂[G(q)]

∂q

)
∂q

∂T
= H

It is then supposed that the cables are installed in a manner

such that the matrix

(
K +

∂[G(q)]

∂q

)
deduced is invertible

(if it is not, we then use pseudo-inverse), then the partial
derivative of q with respect to T can be obtained

∂q

∂T
=

(
K +

∂[G(q)]

∂q

)†
H
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