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Abstract. Today, enterprise modeling is still a highly manual task that requires 

substantial human effort. Human modelers are not only assigned the creative 

component of the process, but they also need to perform routine work related to 

comparing the being developed model with the existing ones. Although the huge 

amount of information available today (big data) makes it possible to analyze 

more best practices, it also introduces difficulties since a person is often not able 

to analyze all of it. In this work, we analyze the potential of using machine 

learning methods for assistance during enterprise modeling. An illustrative case 

study proves the feasibility and potentials of the proposed approach, which can 

potentially significantly affect the modern modeling methods, and also has long-

term prospects for the creation of new technologies, products, and services. 

Keywords: enterprise modeling, assisted modeling, machine learning, graph 

neural networks, decision support. 

1 Introduction 

Today, the high speed of scientific and technological progress as well as globalization 

have led to the need to often develop and modify enterprise models (e.g., [1]), which 

are usually described using graph-based structures. At the same time, even though the 

human engineer is usually assigned the creative component of the process, he/she still 

needs to perform routine work related to comparing the being developed model with 

the existing ones (best practice). Although the huge amount of information available 

today (big data) makes it possible to analyze more existing models, it also introduces 

difficulties since a person is often not able to analyze all of it. 

Usage of modeling patterns is currently one of the trends [2, 3]. However, patterns 

sometimes can be an inefficient solution due to their diversity, specialization for 

specific conditions, and the same need to analyze the available patterns "manually".  

Efficient use of big data is a global challenge today, which is emphasized by the 

popularity of research in this area. In the view of significant development of 



information technologies, machine learning methods using, for example, deep neural 

networks, have made a significant qualitative leap in the past few years.  

As mentioned in [4] “…a human actor will more easily adapt decision making to 

context specific factors, while an automated service will only address context if this 

was explicitly included in its design.”. The capability of such machine learning models 

as deep neural networks to take into account and generalize the whole available 

information (e.g., the entire enterprise model) might help to overcome this limitation. 

As a result, the application of such machine learning techniques to support design 

decisions might enable modelers to take into account the context and various aspects of 

the being built model when comparing it with numerous (hundreds, thousands, or even 

millions) available models (best practices). So, slightly rephrasing the question from 

[4], the research question considered is “Can graph-based machine learning discover 

tacit enterprise model patterns from existing solutions to support enterprise modelers?”. 

The goal of the presented work is to analyze the potential of using machine learning 

methods for assistance during enterprise modeling. This approach can potentially 

significantly affect the modern modeling methods, and also has long-term prospects for 

the creation of new technologies, products, and services. 

The paper is structured as follows. The next section introduces the state of the art in 

the areas of decision support and assistance for enterprise modeling and similar 

domains, as well as machine learning techniques capable of dealing with graph-based 

structures. It is followed by the approach description. Section 4 presents the 

experimental evaluation of the developed approach. The research results are discussed 

in sec. 5 followed by conclusions. 

2 State of the art Review 

2.1 Recommender System Techniques in Conceptual Modelling  

Today, assistance for configuration and modeling processes is in great demand, since 

in addition to the creative component, such processes include tasks related to the 

analysis of existing solutions for possible reuse, which is a very laborious process. 

Existing research efforts intending to aid the modeler when designing an enterprise 

model are works in the intersection of Recommender Systems (RS) and conceptual 

modeling. In the most general sense, RS “generate meaningful recommendations to a 

collection of users” [15]. While RS are quite well-known in domains such as e-

commerce, not much research is available so far in the domain of enterprise modeling. 

Modeling is still a highly manual task that requires substantial human effort e.g. in order 

to decide which label is appropriate for a model element, to determine where to start 

and stop modeling (scope of the model), and to model on a consistent abstraction level 

since guidance is lacking in current tools [16].  

Hence some initial techniques and prototypes have been developed that are capable 

of generating suggestions on how to complete a model currently being edited. These 

approaches mainly have been developed in the context of business process modeling. 

They are geared towards different assistance features such as to ease the completion of 



a partially constructed model e.g. by presenting relevant fragments of already existing 

models [17], using pattern-based knowledge for completion [18], or other auto-

completion mechanisms [19], by adding required information for model execution [20] 

or assist in applying the modeling syntax [21].  

Another form of recommendation-based support is suggestions for concrete 

modeling actions also denoted as auto-suggest features [22]. Regarding the latter, an 

initial evaluation of a knowledge-based paradigm for suggestion generation led to 

promising results [23]. Finally, some approaches also intend to improve the model 

quality [24] or provide domain-specific knowledge-support in the case of modeling for 

software engineering where constraints have to be satisfied [25] or where support 

regarding model changes is sought e.g. to inform the user about untypical model 

changes that potentially lead to errors based on a large data set about model evolutions 

[26]. In general, the cited works develop task-specific recommendation approaches that 

often differ from classical recommender system implementations and paradigms. 

Recently, also the incorporation of machine learning e.g. to learn parameters for the 

recommendation approach is discussed as future work [25]. 

All the above approaches are mainly based on utilizing predefined patterns, what on 

the one hand makes the modeling process more reliable and predictable, but on the 

other hand less flexible and creative. This limitation is addressed by the proposed use 

of machine learning. 

2.2 Machine Learning in Modeling 

Application of machine learning (which is basically about finding tacit modeling 

patterns) to support configuration tasks resulted from usage of pattern libraries built 

manually or semi-automatically. For example, in paper [5], the ability to use patterns is 

considered an essential functionality of enterprise modeling tools in the modern era of 

digitalization. The authors of [3] propose a complex system for organizing patterns with 

an evaluation of their consistency, and the authors of [6] – a system of 

recommendations for specific patterns or known models. The efficiency and promising 

outlook of using patterns in enterprise modeling is also emphasized in work [2].  

The patterns are also used in other modeling domains, for example, when 

configuring complex products [7]. In work [8], co-authored by one of the authors of 

this work, a method was proposed for configuring complex systems (namely, a network 

of information and computing resources to solve a specific problem) based on an 

analysis of the functionality of resources and existing constraints. However, since a 

significant part of the resources remained unchanged from task to task, and the tasks 

belonged to one problem area, the use of machine learning models could potentially 

speed up the configuration process, but this opportunity was not considered. A 

recommender system proposed in [9] is focused on supporting the configuration 

process (configuring production for the release of a software product) and uses 

collaborative filtering techniques to select similar resources for the release of similar 

software products. Quite interesting is the work [10], the authors of which represent 

robotic industrial systems in the form of graphs and use the analysis of embeddings to 

select the most suitable components. This approach is the closest to the idea proposed 



in this paper, however, it uses algorithmic optimization and not machine learning 

methods. 

A review of methodologies for creating ontologies (which are semantic models of a 

problem area described as graph-like structures) in an industrial context [11] showed 

that only one of the considered methodologies used today in the field of enterprise 

modeling considers methods of reusing ontologies, and only on the level of standards 

and fixed fragments. The authors of [12] provide an overview of various existing 

systems for supporting business process modeling, but machine learning methods are 

not mentioned among them. The same is also true for the survey of research in 

enterprise modeling [13]. 

The necessity of balancing between pattern flexibility/diversity and the number of 

patterns to be analyzed manually is emphasized in paper [14], the authors of which 

proposed to expand the patterns to the concept of "bag of fragments" (a set of 

fragments), which are compared with the current configuration. It can be said that this 

work serves as a kind of link between the use of patterns and machine learning methods. 

Machine learning methods that allow both to identify such patterns by analyzing and 

summarizing the available big data, and to select and offer them to the user, depending 

on the situation, can be useful for solving this problem. 

Today there already exist machine learning models, including those based on deep 

neural networks, which are focused on working with network-like structures and with 

graphs as particular. Paper [27] proposes a method for representing a graph in a form 

suitable for use in machine learning models and supporting parallelization of the 

learning process for efficient use of GPUs in order to increase the speed and 

performance of the learning process. In [28], the authors use the random forest machine 

learning paradigm to analyze the main flows within a transport network, representing 

the latter in the form of a graph. Such models are often successfully used today in 

chemistry. In [29], the authors use a graph to represent chemical compounds to use 

machine learning methods to generalize and predict their properties. A similar problem 

is solved in [30], with the use of machine learning methods. The authors of [31] apply 

machine learning to assist modeling particle processes. 

Graph Neural Networks (GNN). Analyzing graphs using machine learning has 

received a lot of attention due to the great expressive power of the graphs. Graph neural 

networks can be defined as deep learning-based methods that operate on graphs. 

According to [32], GNN can be categorized into four groups: convolutional graph 

neural networks, recurrent graph neural networks, graph autoencoders, and spatial-

temporal graph neural networks. The main tasks for graph learning are:  

1. Node level: includes node classification, regression, and clustering tasks. While the 

first task aims to classify the nodes into several classes, the regression task predicts 

a continuous value of the node. The clustering task splits nodes into disjoint groups.  

2. Edge-level: the main tasks are to predict whether there is an edge between two nodes 

(edge prediction or link prediction) and to classify edges.   

3. Graph-level: includes graph matching, graph classification, and graph regression. 

To solve the edge prediction task for knowledge graph, there have been developed 

several models with the main focus on transforming the graph into low dimensional 



space while preserving the semantic information or graph embedding based models. 

These models can be categorized into three groups [33]:  

1. Translational-distance-based models inspired by word2vec [34] based on 

representing each word by a vector of length n that represents the coordinates of this 

word in the n-dimensional space (like TransE [35], TransH [36], TransM [37], and 

TransR [38]), however, these models are reported to have a low capability of 

capturing the semantic information. 

2. Semantic-matching-based models (like DistMult [39] and Complex [40]) embed 

both the relations and the entities into a unified vector space and define a scoring 

function to measure the validity. Although these models capture more semantic 

information, they still have some drawbacks which make them inefficient when deep 

semantic information is needed. 

3. Neural-network-based models (like ConvE [41], HypER [42], CNN-BiLSTM [43]).  

The neural-network-based models take into consideration the node type and the path 

information, and use convolution layers and attention mechanisms for enhancing the 

embeddings. ConvE was the first model to use a convolutional neural network for graph 

completion. It uses 2D convolution for the entity and relation embedding after 

reshaping and concatenating them. HypER introduces “hypernetworks” based on 

ConvE to generate convolutional filter weights for each relation. HypER uses 1D filters 

for entity embeddings to simplify the interaction between entities and relational 

embeddings. CompGCN [44] is a novel GCN that performs a composition operator 

over each edge in the neighborhood of the central node. The composed embeddings are 

convolved using two filters representing the inverse and the original relations. The 

aggregated messages of the neighbors represent the updated embedding of the central 

node. CNN-BiLSTM combines bidirectional long short-term memory (BiLSTM) and 

convolutional neural network (CNN) modules with an attention mechanism. The CNN 

followed by BILSTM modules are used to embed relations into a low space dimension. 

The attention layer is used to capture the semantic correlation between the candidate 

relation and each path between the two entities, and extracts reasoning evidence from 

the representation of the paths to predict whether two nodes should be connected by the 

candidate relation or not. 

While multiple models aimed at operating on graphs exist, there is still a lack of 

those aimed at work with enterprise models. With this research, we would like to bridge 

the gap between the models themselves and the application area of EM, and in this 

paper we are checking the fundamental possibility of this. 

3 Proposed Approach 

3.1 Machine Learning-Based Assistance of EM 

In this section, we suggest main potential assistance scenarios during EM that can be 

supported by machine learning technologies based on the application of GNN.  



Generally, GNNs are aimed at solving the following four tasks taking the entire 

available graph as the input: 

1. Edge prediction: the model calculates the probability of the given edge. 

2. Edge class prediction: the model classifies the given edge. 

3. Node class prediction: the model classifies the given node. 

4. Graph classification: the model classifies the entire graph. 

Based on these tasks, the following EM tasks that can be potentially assisted with 

machine learning have been identified (Table 1): 

Table 1. Association between tasks solved by GNN and EM processes 

Task solved by GNN Associated EM assistance suggestions 

Edge prediction. 1. Suggestion of edges. 

2. Identification of likely wrong edges. 

Edge class prediction 3. Suggestion of edge class. 

4. Identification of edges of likely wrong types or with wrong 

labels. 

Node class prediction. 5. Suggestion of node class. 

6. Identification of nodes of likely wrong types or with wrong 

labels. 

7. Suggestion of nodes. 

Graph classification. 8. Model verification. 

9. Model validation. 

1. Suggestion of possibly existing connections: given a partially defined EM, a number 

of connections can be randomly generated (or all possible connections can be 

generated) and those with high probability can be suggested to the modeler.  

2. Identification of likely wrong edges: the probability of a newly added by the modeler 

edge can be evaluated and if it is low enough, the corresponding warning can be 

presented to the modeler. 

3. Suggestion of the edge class: the model can suggest the class of the newly added 

edge (edge type, label, etc.). 

At this point, it is worth mentioning that the “class” from the machine learning point 

of view is not necessarily only the class (or type) of an item in the modeling domain. 

This term can equally apply to various other characteristics of the item such as functions 

it performs, requirements it meets, or associated text labels. Besides, an item can be 

related to several classes simultaneously. 

1. Identification of edges of likely wrong types or with wrong labels: the probability of 

the type or text label of a newly added by the modeler edge can be evaluated and if 

it is low enough, the corresponding warning can be presented to the modeler together 

with a suggestion of better fitting type or label. 

2. Suggestion of the node class: the model can suggest the class of the newly added 

node (node type, label, etc.). 



3. Identification of nodes of likely wrong types or with wrong labels: the probability of 

the type or text label of a newly added by the modeler node can be evaluated and if 

it is low enough, the corresponding warning can be presented to the modeler together 

with a suggestion of better fitting type or label. 

4. Suggestion of nodes: in this scenario, a node needs to be generated first (for example, 

connected to a newly added by the modeler node), then classified, and then the 

probability of its edge(s) is evaluated; if the probability is high enough, the 

appropriate suggestion is shown to the modeler. 

5. Model verification (checking for consistency, correctness, and meeting given 

standards): classification of the model to consistent/inconsistent, correct/incorrect, 

meeting the given standards or not. 

6. Model validation (checking that the model fulfills the requirements and achieves the 

goal): classification of the model against the requirements. 

While the first seven scenarios are clear and potentially possible given the sufficient 

training data (that does not seem to be impossible), the last two scenarios are subject of 

more remote future, since they require trusted training data in rather narrow domains, 

and the question “what data sources can be credibly used in this process” raised in [4] 

becomes important. 

Summarizing the above scenarios, Fig. 1 illustrates the approach as a whole. The 

numbers in parenthesis correspond to the scenarios described above. The text labeling 

of edges and nodes can additionally be extended with using Natural Language 

Processing (NLP) machine learning models for text analysis, matching, and suggesting 

better naming during the modeling (cf. [45]), however, this issue is currently out of the 

scope of the current research. 

3.2 GNN Models for Approach Feasibility Evaluation 

In order to evaluate the validity of the above-described approach, two models have been 

built: the node classification model and the edge prediction model. 

Node classification model. The node classification model is used to determine the 

node class (e.g., concept, resource, rule, etc.). The input of the model is the enterprise 

model graph represented by the node names and the edges connecting them. The output 

is the node class. 

Before feeding the graph into the network, the label encoding has to be used to 

encode both the node name and the node’s class name. 

The model consists of two sage convolution layers [46] followed by three fully 

connected layers. The rectified linear unit (relu) function is used as the activation 

function for all the layers except the last layer where the sigmoid function is used. The 

sage convolution layers (SAGEConv) get the information from the neighbors and 

aggregate them using the mean function. The architecture used is shown in Fig .2. 

Edge prediction model. The edge prediction model is aimed at the prediction of 

missing edges in the enterprise model. The input of the model is a graph, where the 

nodes of the graph represent the main entities of the enterprise model (like concepts, 

organizational  units,  resources,  rules,  etc.)  and  the  edges represent the connections  



 

 
Fig. 1. Machine learning-based support of different EM stages. 

 
Fig. 2. The architecture of the neural network used for node classification. 

 

between these entities. For each node, there are two attributes that describe the node 

(the class name, and the node description). 

Before feeding the graph into the model, first, all its nodes have to be embedded. In 

the current version of the model, all nodes’ names and the nodes’ attributes in the graph 

are embedded using word2vec technique with Skip-gram architecture [47] using the 

word window of size 2.  

For node description, the text is preprocessed by dropping all the stop words and 

mapping different forms of the word to the source using Snowball’s stemming 

algorithm. Although this embedding is simple, which is essential for the proof of 

concept, it has a number of drawbacks for use in production. The main one is the need 

to recompute the embedding, every time a new node is added to the graph. 

To keep things simple, in our approach, for now, we drop the description information 

and only use the node name alongside with the node class. The label encoding method 

is used to encode both the node class and the node name. 

The edge prediction model consists of three graph convolutional layers (GCNConv) 

with rectified linear unit (relu) activation function. The similarity between the nodes is 

calculated using the cosine measure (Fig. 3). 
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Fig. 3. The architecture of the neural network used for edge prediction task. 

4 Experimental Evaluation 

The overall experiment scheme is shown in Fig. 4.  

The dataset based on models built during the EM university course consists of 55 

enterprise models with 1728 edges and 35 node classes. Fig. 5 shows a sample model 

from the dataset. This set is not sufficient for productive use but can be still enough for 

the proof of the concept. Based on this test, two models have been trained: the node 

classification model and the edge prediction model. 

The node classification model was trained for 200 epochs with the loss function 

negative log likelihood loss, Adam optimizer, and learning rate 0.005. Fig. 6 shows the 

loss/accuracy graph during the training of node classification model.  

The edge prediction model was trained for 1000 epochs with the loss function Binary 

Cross Entropy, Adam optimizer, and learning rate 0.01. Fig. 7 shows the loss/accuracy 

graph during the edge prediction model training. 

At this point, no hyperparameters tuning has been done. In future work, such 

hyperparameters as the learning rate, the number of epochs, and the batch size ca be 

adjusted. 

For testing purposes, several enterprise models were built with definitely correct and 

wrong elements. Out of 1000 tested elements, the models correctly classified 962 

elements resulting in an accuracy of 96.2%, precision of 0.9354, and the F1 score of 

0.956. 

5 Discussion 

In our work, we presented a machine learning-based enterprise modeling support 

approach and analyzed its potentials. Our approach consists in application of machine 

learning  models  (GNN  in  particular)  to  support  the  modeler  during  the  enterprise  

 



 
Fig. 4. The scheme of experimentation for testing the feasibility of the approach. 

 

 
Fig. 5. Sample enterprise model example from the dataset used. 

 
Fig. 6. The accuracy/loss graph during node classification model training. 
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Fig. 7. The accuracy/loss graph during edge prediction model training. 

modelling process. We have also outlined the potential assistance scenarios and carried 

out proof of concept experiment. 

All in all, we have demonstrated the feasibility and potentials of leveraging machine 

learning for enterprise modeling. On the positive side, such an approach would be 

capable of analyzing large amounts of available models up to a volume that could be 

considered as “Big Data” (i.e. thousands of models). This could be used to extract 

common patterns or to extract best practices, if any indication of the model’s quality or 

other performance attribute is available. It would also prevent the modeler from 

untypical or rare solutions that might be prone to errors or simply superseded by 

improved solutions that the modeler is not aware of. 

On the negative side however, such features always bear the risk of “nudging” the 

modeler towards mainstream solutions. This could lead to novel, original and 

innovative solutions being unnoticed or, even worse, considered as inferior or non-

efficient. Hence additional research is required how to improve this situation.  

The model can also suffer from the problem of data imbalance. By that we mean, 

that some enterprise models can have elements that occur only once like some resources 

and processes, and others that appear much often like some organizational units. This 

can lead to poor performance on the low frequent elements. To overcome this problem, 

as a start, we included data from several enterprises' models, so each training model 

consists of several similar models. Also in some models, we duplicated these elements. 

In that case, we increased the number of the low-frequent elements. In future work, 

more experiments will be conducted to overcome this problem.  

Besides, the approach can be affected by the “cold start problem”. That is, a 

significant amount of source data is required for the approach to become efficient. The 

evident solution for this is to create larger, company-spanning model repositories which 

however bears the risk of unintentionally exposing confidential information to 

competitors. This in turn creates the need for fine-grained visibility concepts or 

mechanisms to anonymize parts of the models on different levels of confidentiality, 

(e.g. blind model element labels but still leverage the model structure for machine 

learning).   

Finally, in order to improve the quality and relevance of the modelling support, it 

seems to be important to know as much as possible about the context of the model under 

construction. Context parameters could be its goal or purpose (e.g. ensuring 



compliance, strategic decision making), requirements to the being developed model 

(e.g., ensuring model’s flexibility), subject matter (e.g. procurement, production, 

marketing, finance, HR), enterprise-specific enforced modeling conventions and 

constraints (e.g. preferred terms, styles of expression, colors, formatting) or intended 

addressees (e.g. business experts, developers, lawyers, customers). Even though such 

context can potentially be identified based on already existing model elements, the 

problem is still critical when the modeler begins to model and the model contains only 

a few elements. In this situation, it is next to impossible to provide adequate modelling 

support without knowing this context parameters. Having the context as one of the input 

parameters for machine learning models is possible, however, this makes the problem 

of cold start more critical and requires additional research. 

6 Conclusions and Future Work 

The paper proposes application of machine learning (graph neural networks in 

particular) to assist a modeler during the enterprise modelling process and analyses its 

potentials. The main assistance scenarios associated with tasks solved by GNN have 

been identified. Some of them have been implemented to evaluate the feasibility of the 

approach.  

It has been found that modelling support using machine learning techniques is 

feasible and has a significant potential. However, it still suffers the problems of 

suggesting mainstream solutions and identification of novel or unusual ones as 

incorrect. Besides, there is a problem of finding enough credible training data that is 

essential for building reliable and efficient models. 

Planned future work is aimed at two main directions. First, deeper text analysis 

techniques can be used for dealing with labels and descriptions of enterprise model 

elements. This can be addressed with application of natural language processing 

techniques. The other direction is developing a prototype and collecting feedback from 

modelers to evaluate the effectiveness of the approach. 
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