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Abstract. Enterprise models have the potential to constitute a valuable
asset for organizations, e.g., in terms of enabling a variety of analyses.
A prerequisite for realizing this potential is that an enterprise model is
syntactically, semantically and pragmatically valid. To ensure these three
types of validity, verification and validation (V&V) mechanisms are re-
quired to be in place while designing the enterprise modeling method,
e.g., to validate identified requirements, to check created enterprise mod-
els against syntactic rules, or to ensure intra- and inter-model consis-
tency. Therefore, the objective of this paper is to systematically embed
verification and validation (V&V) techniques into the design of (enter-
prise) domain-specific modeling methods (DSMMs). To this end, we in-
tegrate steps and considerations of well-established DSMM engineering
processes, and enrich them with V&V techniques based upon our earlier
experiences and a literature analysis.

Keywords: DSMM design · validation and verification · design method

1 Introduction

Enterprise models have the potential to be of considerable value to organizations.
In addition to facilitating communication, capturing and transferring knowledge,
enterprise models also have the potential to enable a variety of analyses [1, 45],
which in turn may contribute to various organizational activities, such as enter-
prise transformation, IT-business alignment or business process management.

However, in order for an enterprise model to be valuable and worth the
modeling effort, a pre-requisite is to ensure that the enterprise model is valid
in the first place. Following [42, 38, 40], we consider validation and verification
(V&V) of an enterprise model, and of an enterprise modeling method, from syn-
tactic, semantic, and pragmatic perspectives. Firstly, an enterprise model must
be syntactically valid, namely, it should adhere to all the syntactic rules spec-
ified for the modeling language in which the model is expressed. Briefly, for
modeling languages, such syntactic rules include typing constraints, cardinality
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constraints, and additional well-formedness constraints. Secondly, the enterprise
model should also be semantically valid, i.e., it should make sense in the con-
text where the model is supposed to be used. Some example requirements for
an enterprise model to be semantically valid include the model containing the
necessary information [1, 31], or statements from different parts of the enterprise
model, which each capture a different perspective on the enterprise, being con-
sistent [30, p. 32]. Thirdly, the enterprise model needs also to be pragmatically
valid, i.e., as an enterprise model is considered to serve some purpose, therefore
it should serve this purpose accordingly. For example, if the model is built for
visualizing a business process, the choice of appropriate symbols and notations,
in terms of a fit with the audience, plays a crucial role in a pragmatic validity
check. In contrast, if the model is built for being input to a program to per-
form some analysis, it should at least be interpretable by the program, hence an
exporting mechanism would be expected.

Although the perceived target of validation and verification are enterprise
models, the validation and verification consideration should take place even be-
fore the existence of enterprise models, cf. [42, 4, 39]. Indeed, to ensure the three
types of validity of enterprise models mentioned above, validation and verifica-
tion techniques are required to be in place while designing the enterprise model-
ing method, e.g., to validate identified requirements, to check created enterprise
models against syntactic rules, to ensure intra- and inter-model consistency, and
to evaluate the effectiveness of the modeling method to solve its targeted pur-
poses. Some V&V techniques are informal and rely mostly on human interven-
tion. Others, in turn, are formalized and automated, which requires equipping
associated meta modeling platforms with corresponding capabilities. For exam-
ple, meta modeling platforms should allow for specification of syntactic rules (es-
pecially well-formedness constraints) of modeling languages, or provide reusable
procedures and algorithms for the implementation of checking mechanisms in
modeling methods.

As a response to the above, the objective of this paper is to systematically em-
bed validation and verification techniques into typical activities of the life-cycle
of domain-specific modeling methods (DSMMs). Particularly, we take two well-
established DSMM development processes [18, 32, 33] as a point of departure,
and extend them by explicitly including validation and verification techniques
based on our earlier experiences, reported among others in [37, 25, 9], as well as
experiences reported in the literature. Thereby, we add systemacy to enterprise
modeling application scenarios wherein formalization plays a notable role, be it
through formal analysis, simulation, or by means of model checking capabilities.

This paper is structured as follows. First the concept of validation and veri-
fication as applied to conceptual modeling is explained, and existing approaches
to engineer domain-specific modeling methods are shortly introduced. Then, we
present the merge of existing approaches with validation and verification being
a first-class citizen, and discuss V&V mechanisms and capabilities in each stage
of the process. The paper concludes with final remarks and an outlook on future
work.
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2 Background

2.1 Validation, Verification and Quality Assessment

Verification and validation are well-established techniques for ensuring the qual-
ity of a product within the overall software development life-cycle, and as such,
are also important in the field of conceptual modeling, cf. [42]. There is no one
commonly accepted definition of quality of a conceptual model, neither of the
way how it may be exactly checked. Nevertheless, [42] already pointed to the
need to account for syntactic quality (adhering to modeling language syntax),
semantic quality (correct elements and relations of the domain), and pragmatic
quality (the interpretation of the audience of the model) of conceptual models
created, and thus, also on the need to be able to verify and validate those quali-
ties. Others have extended this quality model by adding other quality goals [38],
leading to the definition of the SEQUAL framework, cf. [40], being one currently
well-established quality framework for conceptual modeling.

To assess model quality verification and validation techniques can play a
useful role. An often used definition of verification and validation states that
verification is “the process of determining that a model implementation and its
associated data accurately represent the developer’s conceptual description and
specifications” and that validation is “the process of determining the degree to
which a model and its associated data provide an accurate representation of the
real world from the perspective of the model’s intended use” [10, p. 2]. In the
context of enterprise modeling, the goal of verification is usually defined as prov-
ing that enterprise models are correctly built [8, 7], cf. syntactic quality. Such a
verification is usually perceived to be an objective process conducted in a formal
manner. Indeed, when it comes to syntactic and well-formedness analysis, there
is a wide range of formal methods available, based on various mathematical foun-
dations, such as first order logic, set theory, algebra, and process calculi [29]. In
turn, validation usually aims at checking that the obtained result (an enterprise
model) is an accurate representation of the domain under study, i.e., to check
whether “it corresponds exactly to the expected needs by taking into account
(and then limited to) the actor’s viewpoint” [7]. Here informal, subjective valida-
tion strategies are usually followed such as interviews with domain stakeholders,
interactive workshops, and scenario-based evaluation.

2.2 Approaches to Design Domain-Specific (Enterprise) Modeling
Methods

According to [19, p. 40] a (domain-specific) modeling method “consists of at
least one [domain-specific] modelling language [(DSML)] and at least one cor-
responding [domain-specific] process model which guides the construction and
analysis of models.” The process of engineering a modeling method is usually
supported by different language workbenches and meta modeling platforms [5,
15, 44, 28]. In the enterprise modeling community especially Eclipse EMF [50],
ADOxx [16] and MetaEdit+ [51] gained popularity.
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Different approaches have been proposed aiming at guiding the engineering
of a modeling method. Based on our study, the two most commonly used in
the enterprise modeling community seem to be: the Agile Modeling Method En-
gineering (AMME) approach, proposed by [32, 33] and further extended, e.g.,
by [14, 13], and the approach of Frank [18, 20]. When it comes to the Frank’s
approach, the proposed method is meta modeling language and meta modeling
platform independent, and encompasses seven main steps (including feedback-
loops): (1) clarification of scope and purpose, (2) analysis of generic require-
ments, (3) analysis of specific requirements, (4) language specification, (5) de-
sign of graphical notation, (6) development of modeling tool, and (7) evaluation
and refinement. In addition, for each step a corresponding micro-process and
information on participants, input, risks and results are also provided. In turn,
the AMME approach, often used together with the meta modeling environment
ADOxx [16], as presented in [14] and based, among others, on [16, 35], encom-
passes the following phases (also including feedback loops): (1) create, i.e., inves-
tigation of the system under study, scenarios and requirements, (2) design, i.e.,
specification of a modeling language and mechanisms/algorithms, (3) formalize,
i.e., formalization of the specification of the modeling language for the needs of
its implementation, (4) develop, i.e., implementation of the modeling method
in a meta modeling environment, and (5) deploy, i.e., creation of a stand-alone
application and its distribution.

Although both approaches focus on the full spectrum of a modeling method
design, they seem to have different foci. While the AMME approach and its
further extensions emphasize the need to be agile, as well as the formalize phase
being supported by the proposed meta modeling environment, the distinguished
phases have been defined predominantly on a high level, and some of the phases
are only detailed in later publications (e.g., the create phase [34]). When it comes
to the V&V mechanisms, evaluating acceptance and various quality criteria are
explicitly mentioned in the deploy phase, as well as within produce-use cycles,
cf. [33], however without providing additional details. Yet, additional mecha-
nisms may be found in other works. For instance [14] focused on the create
and design phases of AMME and proposed a modeling method called “Model-
ing Method Design Environment” (MMDE). The mechanisms and algorithms
of MMDE include transformation of models in RDF format with the motiva-
tion, among others, to enable validation of meta models using semantic web
technologies. In addition, in [34] a modeling method called CoChaCo (Concept-
Characteristic-Connector) has been proposed, that among others ensures better
traceability of the requirements and their validation in the create process.

Compared to AMME, Frank’s approach is more detailed. Although Frank’s
method places less emphasis on formalization and the role of tooling, it offers an
extensive set of guidelines and hints regarding the language design. Moreover, for
all phases additional aspects are discussed like required inputs, involved stake-
holders, and risks. The need for evaluation of developed artifacts is explicitly
accounted for within micro-steps. Nevertheless, specific evaluation methods are
only selectively described. For instance, Frank’s method includes, on the one
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Fig. 1: A DSMM design approach with a focus on V&V techniques across the
design life-cycle

hand, activities such as creation of collection of test cases, checking the DSML
against requirements, and an analysis of current practice or effects of the DSML’s
use. However, on the other hand, using formal methods to verify the correctness
of a model, being of interest in this paper, are not considered in further detail.

3 Validation and Verification in Enterprise Modeling
Method Life-Cycle

The different DSMM engineering approaches discussed in the previous section,
do not consider validation and verification as first-class citizens in the engineer-
ing process. Yet, as also argued by [42, 4, 39], a suitable modeling method is a
prerequisite to ensuring V&V of enterprise models. Therefore, in the following
we first integrate two well-established and still complementary approaches to
DSMM engineering, namely the AMME approach and Frank’s approach. There-
after, we systematically embed validation and verification techniques to address
syntactic, semantic and pragmatic qualities of both the DSMM and models built
using it. Doing so, we benefit from our experiences in designing domain specific
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modeling methods, application of those, as well as experiences and examples
reported in literature.

We conceptualize the integrated DSMM engineering approach in Fig. 1, where
the phases are mainly taken from the AMME approach, while being enriched
with steps taken from the Frank’s approach. We argue that in addition to a
sequence of (modeling) steps, each phase also involves critical validation and
verification activities, and depending on the result of the verification/validation,
corresponding decision/action activities. In the following, we zoom into each
phase and focus on the V&V aspect. More specifically, after a brief introduction
of modeling activities in each phase, we mainly investigate the artifacts to be
validated, types of quality of interest, goals and scopes of V&V, actors performing
V&V activities, and exemplary techniques (see Tab. 1–Tab. 5 for a summary).

Create. This phase can be roughly characterized as “early-phase require-
ments engineering” for DSMM engineering, in the sense that one elicits the
purposes, analysis scenarios, and requirements to be fulfilled, which guide the
later design decision of the DSMM.

Typical activities: the activities of the create phase include a clarification
of the scope and purpose, which the DSMM is supposed to fulfill, as well as
an analysis of the (specific) requirements. Additionally, one inventories domain
vocabulary, in terms of a reconstruction of the professional terminology.

V&V support: in the create phase, validation takes center stage. On the one
hand, we need to ensure that the modeling method being engineered corresponds
to the exact needs of actors. On the other hand, we also need to demonstrate that
concepts in the modeling language constitute a reasonable representation of the
domain at hand. Note that in this phase, validation mechanisms are mainly of
an informal character, pertaining mostly to requirements elicitation techniques
with stakeholder involvement.

To ensure a fit to the needs for the modeling method, there exist a variety
of requirements engineering techniques, ranging from goal-oriented requirements
engineering to scenario analysis [46]. Some of them have been employed in the
context of DSML design. For example, [9] employed goal-oriented requirements
engineering to ensure a fit between a DSML’s expressiveness and the actor goals
the DSML is supposed to achieve, while [49, pp. 36-37] and [20, pp. 11-12] pro-
posed the use of domain scenarios and stating analysis questions in analyzing spe-
cific requirements for the DS(M)L at hand. Moreover, for DSMLs specifically, [20,
pp. 11-12] also recommended the creation of mock-up diagrams to, already in an
early phase, gain a further feedback on the language to be designed, based upon
potential, drafty diagrams created with it. In this context, CoChaCo (Concept-
Characteristic-Connector) and CoChaCo4ADOxx mentioned earlier may also be
used to support requirements gathering, domain knowledge acquisition, concept
identification and decomposition, concept selection and mapping, and for the
definition of modeling method building blocks [34].

To ensure that the concepts used in the DSMM constitute a reasonable rep-
resentation of the domain, it is important to ensure validation of the domain
vocabulary of the DSML. This validation includes a confrontation of the devel-
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Table 1: V&V in the Create Phase

Artifact Quality Goals and Scope Actor V&VApproach
Goals and main
assumptions, ap-
plication and use
scenarios, mock-up
diagrams, require-
ments, glossary of
domain concepts

semantic and
pragmatic

Validation of the
content of the ar-
tifacts developed
and the extent to
which their corre-
spondent with the
domain, expectation
of clients and users
etc.; Goal: Refining
the created artifacts
in-line with the
feedback obtained

Domain ex-
perts, users,
clients, business
analysts

Workshops and
interviews with
the corresponding
actors, interactive
sessions, using
techniques such as
scenario analysis,
repertory grid, and
semantic differen-
tial.
Validation against
documents available
or available domain
description

oped domain vocabulary against documents typical to the domain at hand, or
generally speaking corpora of domain concepts [20, 41]. Moreover, it is also vital
to receive a feedback on used domain concepts from the prospective end users
themselves. Especially interesting in this regard, is to gain an insight into the
“personal semantics” [41] of prospective end users, i.e., the semantics end users
associate with a concept based upon their experiences with past instances of
that concept [26]. Such personal semantics of end users can deviate from those
specified in the domain vocabulary, and a lack of awareness of this may lead to
considerable issues in the use of a DSML [41]. To gain an impression of such
personal concept interpretations, [41] suggested the use of repertory grids and
semantic differential studies to elicit the characteristics end users associated with
concepts.

Design. In this phase, one specifies core constituents of the DSMM’s lan-
guage specification, in terms of its abstract syntax and corresponding semantics.
Also, one specifies the visual notation.

Typical activities: design a language specification (in terms of the abstract
syntax and its associated semantics), design a draft visual notation.

V&V support : like in the create phase, the design phase emphasizes valida-
tion, and it is likewise done mostly in an informal manner. In the design phase,
validation concerns the shaping of the language specification, especially in terms
of deciding what concepts and relations will be part of it. Also one can decide on
the ontological foundation of DSML concepts. Finally, one should validate the
visual notation.

Concerning shaping of the language specification one can employ guidelines
for the design and assessment for both DSL design generally [36] and DSML de-
sign specifically [20, pp. 14-17]. Particularly, for the design phase such guidelines
allow one to, for a given set of candidate concepts, decide upon its inclusion in
the DSMM being engineered. To this end relevant guidelines include ensuring
relevance, pertaining to what extent a candidate concept is relevant to the stated
purpose of the DSML, and having invariant semantics (also termed “avoid con-
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Table 2: V&V in the Design Phase

Artifact Quality Goals and Scope Actor V&VApproach
Guidelines for ab-
stract syntax design
and assessment,
foundational ontolo-
gies, guidelines for
visual notation de-
sign and assessment,
glossary of domain
concepts

syntactic, se-
mantic and
pragmatic

Ensure validation of
the content of the
key language spec-
ification constituen-
cies in terms of it be-
ing a reasonable re-
flection of, both, the
domain concepts at
hand (when it comes
to the abstract syn-
tax), and the devel-
opment of a suitable
visual notation

Domain experts,
language users,
DSML designer

Workshops and in-
terviews, in addi-
tion to conceptual-
argumentative work
(as it pertains to
consistency checks,
e.g., as with the use
of foundational on-
tologies)

ceptual redundancy” by [36]), pertaining to a candidate concept having its own
essential meaning which sets it apart from other concepts.

It is also possible to validate a language specification against a foundational
ontology, with the aim of assessing the semantics of the concepts standing be-
hind a DSMM. Thus, one can address potential ambiguities of interpretations
of these semantics. Foundational ontologies have for example been used for as-
sessing several of the ArchiMate extensions [3, 2], and the DEMO transaction
patterns [47]. For example, [2, p. 29] pointed out that the “stakeholder” concept
from the motivation extension of ArchiMate can have a manifold interpretations,
encompassing both agent universals and roles, while one would ideally like to
distinguish between these interpretations.

Concerning validation of the (draft) visual notation, a well-known means
for validating the visual notation are the guidelines proposed in the Physics of
Notation (PoN) [43]. PoN also has various adaptations. For example, building on
PoN’s notion of semantic transparency, i.e., the extent to which the visualization
of a concept suggests its meaning, the work of [6] presented an approach for
evaluating and improving the semantic transparency of concept notations.

Formalize. This phase concerns the application of formal methods to for-
malize the design of the DSMM in order to enable its formal verification and
validation.

Typical activities: language specification (which typically consists of a meta
model specification and a set of well-formedness rules) is defined in terms of
mathematical notations. Such mathematical notations include set theory, first-
order logic, or algebra. In practice, this can be achieved by implementing a
prototype of the language specification using a meta modeling platform that has
a formal foundation. For example, the ADOxx platform is based on the FDMM
formalism which describes the core constituents of ADOxx meta models in terms
of set theory and first order logic statements [17]. The Lightning Language Work-
bench [24, 21] is another example of a DSML engineering platform with a formal
foundation. In Lightning, language specification and concrete syntax design are
both implemented as Alloy models [29], and their connection in terms of an F-
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Alloy model transformation [23]. The implementation is then executed by the
Alloy Analyzer and the F-Alloy Interpreter to generate instance models of the
language (as it is designed), and to render the generated models in a domain
specific visualisation [22]. Here, the visualized models adhere to the design of
the visual notation.

V&V support : this phase is dedicated to the validation and verification of the
DSMM. Firstly, mathematical proofs or verification can be run on the formal
language specification, in order to analyze properties of the DSML, to detect er-
rors in the language specification or inconsistency among well-formedness rules,
or to simulate the formal semantics of the language. Taking the Alloy-based
Lightning language workbench for example, the following two verification sce-
narios can be envisioned: (1) To check if the language (as it is designed) has
a property P, we can wrap P in the form of an assertion and check it against
the Alloy model, which is the formal counterpart of the language specification.
In case a counter-example is found by the Alloy Analyzer, this counter-example
constitutes an instance of the language for which the property is violated. The
parts of the instance that violate the property are also indicated to make debug-
ging easier; (2) Errors in the language specification, such as inconsistent type
constraints, or a conflict between two well-formedness rules, will be signaled by
the fact that no instances can be generated from the language specification (as
it is designed currently). The first type of verification scenario can be exploited
to ensure that semantic qualities are respected, such as the necessary amount of
information (in terms of concepts and relations) is captured, and to ensure that
domain rules or standards are respected. During the second type of verification
scenario, we check the integrity of the DSML itself. Note that formal method
based verification is often fully automated and offers more rigor and thorough
checking of the language specification than any human checking could do.

Secondly, example instance models generated from the specification of the
modeling language (as it is designed so far) enable validation of both semantic
and pragmatic qualities. On the semantic side, these example models basically
constitute the extensional definition of the language. Omissions (e.g., missing
well-formedness rules), excess (e.g., unnecessary concepts), or mismatching (e.g.,
a relation between wrong types of concepts) can be detected by simply review-
ing these example models. The reviewing activity is further enhanced when the
example models are visualized in a domain specific notation, because example
models foster understanding for domain experts and non-technical users. Hence,
these stakeholders will be able to pinpoint errors. Moreover, the domain-specific
notation used to visualize example models is indeed the notation which is re-
quired by users in the Create phase, and which has been defined and agreed upon
among the stakeholders during the Design phase (using the discussed validation
techniques of said phase). As such, seeing the visual notation applied to concrete
examples also allows the users validate the fitness of the notation itself, being
one kind of pragmatic quality.



10 Q. Ma et al.

Table 3: V&V in the Formalize Phase

Artifact Quality Goals and Scope Actor V&VApproach
Formal language
specification, gen-
erated instance
models

Semantic qual-
ity and prag-
matic quality

Ensuring seman-
tic soundness and
completeness; en-
suring fitness of the
concrete syntax

Domain expert,
user, and lan-
guage engineer

Formal verification,
reviewing

Develop. Based on the DSMM definition that has been designed, formalized,
verified and validated in previous phases, this phase concerns the implementation
of a modeling tool to enable modeling activities with the DSMM.

Typical activities: Among others, the modeling tool typically consists of a
graphical editor (to support different diagram types to model different subsets
of concepts and relationships), validation mechanisms (to ensure syntactic valid-
ity of models and to ensure consistency across different diagrams), and provides
import/export functions (to ensure interoperation with external tools). As a
consequence, typical activities during this phase amount to realizing all these
components of the modeling tool, manually, automatically, or in a hybrid man-
ner.

V&V support : After several iterations of the previous phases, we arrive at a
formally verified and user validated specification of the DSMM, with the desired
syntactic, semantic, and pragmatic qualities. It is thus crucial in this phase to
preserve these qualities of the DSMM (and subsequently to ensure these quali-
ties of models that can be built with the modeling method), by demonstrating
that the modeling tool produced in this phase indeed respects the specification.
Given that the modeling tool is a piece of software, one can leverage software
verification techniques, such as software testing, formal verification [48] (i.e.,
to formally demonstrate that a program satisfies a formal specification), and
program derivation [11, 27, 12]3.

The validation mechanisms implemented in the modeling tool ensure syn-
tactic validity of models created using the modeling tool. This can be achieved
either in a preventive manner or through checking. A preventive manner forbids
syntactically incorrect models to be created at all in the first place. For exam-
ple, prevention can be achieved by means of auto-completion of integral miss-
ing elements, or disallowing relating two type incompatible instances. Syntactic
validity can also be achieved by checking the models against well-formedness
constraints after models are created. Moreover, validation mechanisms should
ensure coherence between (parts of) models that are obtained either by vertical
refinement (e.g., decomposition of a business process into sub-processes, or the
internal description of an organizational unit), or by horizontal refinement (e.g.,

3 Program derivation means to derive an executable program from a formal spec-
ification through mathematical means. The program thus obtained is correct by
construction.
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Table 4: V&V in the Develop Phase

Artifact Quality Goals and Scope Actor V&VApproach
Modeling tool Syntactic qual-

ity, semantic
quality and
pragmatic
quality

To preserve the se-
mantic and prag-
matic qualities that
have already been
achieved in previous
phases

Software devel-
oper, language
engineer, user

Software testing,
formal verification,
program derivation

two diagrams describing the same phenomenon but from different views, or the
same organization but from different perspectives).

Many meta modeling platforms, such as ADOxx, MetaEdit+, or EMF+Sirius,
come with generic configurable components ready to be reused for the imple-
mentation of the basic functions of the modeling tool, such as the graphical
editor. However, when it comes to reusable algorithms or procedures for valida-
tion mechanisms, more support is still desired, for example by capitalising on
formal methods, as suggested in [37].

Deploy. Within the deploy phase the systematic evaluation of the modeling
tool, and thus, also the proposed modeling method takes place. If needed, the
revision of the modeling tool, or parts of the modeling method follows, cf. Fig. 1.

Typical activities: in this phase one evaluates the modeling tool supporting
the designed domain-specific modeling method regarding, both, (1) its capabili-
ties and extent to which the requirements formulated in the first phase are ful-
filled, and (2) the contribution of the designed domain-specific modeling method,
compared to the current situation, to improving productivity or quality of the
targeted class of problems, [18, pp. 57-58], e.g., whether the domain-specific
modeling method allows us to address the targeted problem/finding the solution
by using less resources (such as requiring less time).

V&V support: in this phase one focuses on the informal evaluation of the
modeling tool and the modeling method, thus relying on subjective experience
of modelers. By using the tool to solve targeted problems, i.e., using the tool
in practice, the users evaluate mainly the pragmatic quality, nevertheless, they
may also identify syntactic or semantic concerns. Apart from checking whether
created models constitute a reasonable representation of the domain under study,
and whether the requirements specified are accounted for, this phase enables
also the detailed analysis of the modeling method using practical use scenarios.
Following [18], this allows to compare current practice against the use of domain-
specific modeling method in order to check, e.g., learning effort, productivity or
quality of the solution and documentation. In addition, a comparative analysis
of utility and costs can also be conducted in this phase [18, p. 58].
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Table 5: V&V in the Deploy Phase

Artifact Quality Goals and Scope Actor V&V Approach
Modeling method
and supporting tool

Pragmatic,
semantic and
syntactic qual-
ity

A comparative as-
sessment of current
practice and effects
of using the model-
ing method on prob-
lem solving/analysis

Domain Ex-
perts, Users

Informal evaluation
using use scenarios,
workshops with do-
main experts, con-
trolled experiments
and walk-through

4 Conclusions

To foster valid enterprise models, in this paper we promoted validation and verifi-
cation to first-class citizens during the engineering of a domain-specific modeling
method. To this end we synthesized existing approaches to engineer a domain-
specific modeling method, and discussed the validation and verification mecha-
nisms and their roles in different phases of DSMM engineering. In our discussion,
we explicitly differentiated between the syntactic, semantic and pragmatic qual-
ity of DSMM’s artifacts, as well as stress the role of meta modeling platforms
and other language engineering workbenches in the validation and verification
process.

Due to space restrictions, we do not provide a detailed discussion on the
resulting requirements that meta modeling platforms or language engineering
workbenches should fulfill, in order to provide a desired support to engineer
domain-specific modeling methods in line with the validation and verification
discussions presented in this paper. However, considering the arguments we have
raised, availability of such requirements would be necessary in order to be able to
answer the question: To what extent existing tools/platforms enable validation
and verification in the domain of enterprise modeling? Our initial study clearly
indicates that while support for the specification and checking of cardinality
constraints and typing constraints is provided by most of the platforms, the
support for other types of V&V varies substantially. For future work, it would
thus be interesting to systematically derive requirements using this paper as a
baseline, and to confront different meta modeling platforms against these.
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