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Abstract

We investigate a computer model calibration technique inspired by the well-
known Bayesian framework of Kennedy and O’Hagan. We tackle the full Bayesian
formulation where model parameter and model discrepancy hyperparameters are
estimated jointly and reduce the problem dimensionality by introducing a func-
tional relationship that we call the Full Maximum a Posteriori (FMP) method.
This method also eliminates the need for a true value of model parameters that
caused identifiability issues in the KOH formulation. When the joint poste-
rior is approximated as a mixture of Gaussians, the FMP calibration is proved
to avoid some pitfalls of the KOH calibration, namely missing some probabil-
ity regions and underestimating the posterior variance. We then illustrate two
numerical examples where both model error and measurement uncertainty are
estimated together. Using the solution to the full Bayesian problem as a refer-
ence, we show that the FMP results are accurate, robust and avoid the need for
high-dimensional Markov Chains for sampling.

Keywords: Uncertainty Quantification, Bayesian calibration, Model error,
Model discrepancy, Identifiability

1. Introduction1

Models are widely employed to understand, interpret, and predict phenom-2

ena. As the phenomenon of interest is increasingly complex, the models must3

be more elaborated and, eventually, have to be solved numerically using com-4

puters. The software used to solve a scientific model using numerical techniques5

is called a computer model or a computer code. Computer codes have become6

central to scientific work, thanks to the increasing computing power available7
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and their cost, usually lower than full-scale experiments. The accuracy and reli-8

ability of computer code predictions are consequently of paramount importance9

today [1].10

Models usually involve parameters that are not perfectly known. Calibration11

procedures aim to estimate these parameters using experimental observations.12

Bayesian techniques are well suited to the calibration task, as they offer a natu-13

ral framework for plausible reasoning [2] and enable the incorporation of expert14

knowledge. This knowledge can take many forms, like favoring particular values15

of the parameters using an informative prior distribution or performing poste-16

rior predictive checks to ensure the statistical assumptions led to physically17

acceptable predictions.18

All models are imperfect representations of reality; they involve model er-19

ror, or model discrepancy, affecting the quality of predictions. The pioneering20

article of Kennedy and O’Hagan (KOH) [3] was the first to introduce model21

discrepancy in the calibration process. Their Bayesian framework represents22

the model discrepancy with Gaussian processes. It has been widely applied in23

various fields such as aerodynamics [4, 5, 6, 7], fluid mechanics [8, 9] and solid24

mechanics ([10, 11]). Compared to standard calibration, inferring the model25

discrepancy jointly with the parameters yields more objective and less informa-26

tive parameter posteriors. The work of Kennedy and O’Hagan [3] has triggered27

a whole body of calibration literature dealing with computer models with high-28

dimensional outputs [12, 13, 14] and with computer model validation [15, 16].29

The nature of model discrepancy and its treatment in the calibration process30

was also extensively discussed in [17, 18, 19]. For instance, different calibration31

methods with model discrepancy were recently proposed in [20], [21] and [22].32

Although the calibration with model discrepancy has encountered tremen-33

dous successes, multiple questions remain unanswered. One question concerns34

the choice of representation of the model error. A Gaussian process is added35

to the model output in KOH to represent the discrepancy. Other works use36

constant bias, random walks [23], or deterministic functions [24]. For Gaussian37

process models, the user must provide the prior mean, the covariance function38

structure, and the prior of its hyperparameter. Setting these quantities is not39

an obvious task and may significantly impact the calibration results. A frequen-40

tist approach can avoid this issue [25, 26]. Another approach to calibration in41

the presence of model error embeds representations to add uncertainties in the42

model parameters [27, 28].43

In twenty years of applications of the Bayesian calibration framework, two44

classes of methods have emerged: fully Bayesian methods and modular methods.45

The fully Bayesian methods aim at solving the complete Bayesian formulation46

of the problem accounting for all uncertainties related to the data, the sur-47

rogate for the computer model if necessary, and the estimation of the model48

discrepancy. Although theoretically superior to others, the resolution of the full49

Bayesian problems is seldom practical due to their complexity and computa-50

tional cost [12], and numerical approximation techniques are necessary to solve51

these problems in practice [13]. The modular methods tackle the complexity of52

the calibration by introducing simplified formulations of the fully Bayesian prob-53
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lem. Typically, they rely on sequential pointwise estimations of hyperparam-54

eters. These strategies significantly reduce the sample spaces’ dimensionality,55

improving the whole computational efficiency of the calibration. The authors56

of [29], who coined the name, also claimed a theoretical advantage of modular57

approaches, as the separated sequential estimations avoid confounding issues.58

The KOH framework is a modular approach based on a pointwise estimation59

of the model discrepancy before estimating the model parameters. As a result,60

the method underestimates the uncertainty related to the model discrepancy.61

Although generally considered a ”second-order uncertainty,” recent studies [19]62

show that underestimating uncertainties in the model discrepancy might im-63

pact the posterior predictions, which are of utmost importance to assess the64

calibration quality and predict new values with objective confidence intervals.65

Therefore, there is a need for new modular techniques that approximate the fully66

Bayesian calibration problem better while retaining the advantage of reduced67

sample spaces. We propose a new calibration method, named Full Maximum68

a Posteriori (FMP), which involves a parametric estimation of the model dis-69

crepancy hyperparameters. The FMP method leads to simple approximations70

of the full Bayesian parameters and predictive posterior distributions.71

The organization of the paper is as follows. In section 2 we present the72

Bayesian calibration problem, introducing the general framework with model73

discrepancy in section 2.1. Sections 2.2 and 2.3 discuss the fully Bayesian and74

modular methods, respectively. In section 3, we introduce the FMP method,75

discussing its underlying hypotheses and providing the expressions of the re-76

sulting parameters’ posterior and posterior predictive density. We show that77

the FMP estimation of the parameter has higher plausibility than any other78

modular approach. In section 3.3, we contrast the calibration results for the79

KOH and FMP for analytic examples consisting of a Gaussian or a mixture of80

Gaussians for the full Bayesian posterior. The superiority of the FMP method,81

compared to the KOH approach, is demonstrated in these analytical examples.82

In section 4, we consider more complex examples. The first one uses a simple83

model having two sets of parameter values yielding a comparable explanation84

of the observations. The second example concerns the calibration of a boiling85

model on experimental measurements. The FMP method proves superior to the86

KOH method in approaching the full Bayesian solution in the two examples.87

2. Bayesian calibration of computer codes88

2.1. General framework and reference solution89

The first requirement for parameter calibration is to specify a statistical90

model to explain the observations of a quantity y. We restrict ourselves to a91

scalar observed quantity, y ∈ R, of which we have n observations collected in92

the observations vector yobs ∈ Rn. The observations consist of measurements93

for different experimental conditions; a particular experimental condition is de-94

scribed by a vector x ∈ Rd. For instance, in an experiment with fluids flowing95

through a pipe, one may measure the pressure loss along the pipe for differ-96

ent conditions x, consisting of the flow rate, the fluid density, temperature,. . . .97
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We denote {xi}1≤i≤n the set of experimental conditions corresponding to the98

observations in yobs.99

Let f be a computer model that provides predictions of y. The inputs for f100

includes the conditions x and other model parameters θ ∈ Θ ⊂ Rp. The latter101

are usually imperfectly known, and the goal of the calibration procedure is to102

learn their value from the observation yobs. In the example, θ might consists of103

the coefficients of an empirical friction model.104

In practice, the observations involve a measurement error ε(x). The simplest
observation model relates the model predictions to the observations through the
additive form

yobs(x) = f(x,θ) + ε(x). (1)

A statistical model for the measurement error is needed. For simplicity, we105

shall assume that the measurement error does not depend on the condition x106

and that the errors of different observations are independent. For a Gaussian107

distribution of the error we have ε(xi) ∼ N(0, σ2
ε ), where σ2

ε is the mean-squared108

measurement error. These settings are standard and used in many calibration109

studies, such as [30].110

As discussed below, a Bayesian procedure can be employed to learn the pa-
rameters θ with the observation model in (1). The procedure updates the prior
distribution of θ to obtain its posterior distribution and, subsequently, posterior
predictions using the computer code. The Bayesian procedure was successfully
applied to numerous calibration problems. However, there are situations where
it yields inconsistent results, with residuals (differences between posterior pre-
dictions and observations) that do not follow the assumed measurement error
distribution. Such inconsistencies may have two causes: an incorrect measure-
ment error distribution and an observation model that is too poor. This work
considers situations with adequate measurement error distribution and focuses
on the observations model. For instance, the residuals may be highly correlated
with significant mean values when the measurement errors are known to be un-
biased and independent for different xi. These inconsistencies are interpreted
in the work of Kennedy and O’Hagan [3] as a model error that induces an irre-
ducible gap between predictions and the actual process. The authors proposed
to account for the model error by completing the observation model with a
model discrepancy term z(x), leading to the following calibration equation:

yobs(x) = f(x,θ) + z(x) + ε(x). (2)

Note that the original formulation in [3] includes a multiplicative coefficient ρ on111

the computer model prediction f , but the expression in (2) is generally adopted112

in the calibration literature.113

More statistical assumptions are needed to proceed with the calibration of114

the parameters. First, measurement error and model discrepancy are usually115

supposed independent: z(xi) ⊥⊥ ε(xi). Second, the model discrepancy is taken116

as a Gaussian process: z|ψz ∼ GP (µ(·), c(·, ·)), where µ and c are the prior117

mean and covariance of the process. The covariance of z depends on some118

hyperparameters ψz. For the prior mean, we set µ = 0 as advocated in [12, 31]119
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for better identifiability. However, µ(x) can be expressed as a linear combination120

of basis functions in the context of Universal Kriging [32].121

We denote ψ the vector of hyperparameters of the entire error model, so122

that ψ = (ψz, σε) or ψ = σε depending if model error is considered or not in123

the calibration. The space of hyperparameters is Ψ ⊂ Rh.124

In a Bayesian framework, the posterior distribution p(θ,ψ|yobs) provides
all information about parameters and hyperparameters after seeing the obser-
vations. Its derivation requires the specification of a prior distribution p(θ,ψ)
reflecting our knowledge about their values before seeing the observations and of
a likelihood function p(yobs|θ,ψ). Then, the posterior follows the Bayes’ Rule:

p(θ,ψ|yobs) ∝ p(θ,ψ)p(yobs|θ,ψ). (3)

The log-likelihood function corresponding to the calibration equation without
model error (1) is the probability density function of a multivariate normal law
with diagonal covariance matrix:

log p(yobs|θ, σε) = −n
2

log 2π − n

2
log σ2

ε −
1

2σ2
ε

||yobs − fθ||2, (4)

where fθ = (f(θ,x1), f(θ,x2), . . . , f(θ,xn))T is the vector of evaluations of the125

computer code at the observation points, and In is the identity matrix of size126

n.127

The log-likelihood function corresponding to the calibration equation with
model discrepancy (2) writes:

log p(yobs|θ,ψz, σε) = −n
2

log 2π−1

2
log det(Σψ+σ2

ε In)−1

2
(yobs−fθ)T (Σψ+σ2

ε In)−1(yobs−fθ),

(5)
where Σψ is the prior covariance matrix of z: (Σψ)i,j = cψz

(xi,xj).128

The choice of prior distributions in Bayesian statistics is not straightforward129

and affects the calibration results. Model parameters and hyperparameters are130

generally considered independent a priori: p(θ,ψ) = p(θ)p(ψ). Model pa-131

rameters might be physical quantities with a range of plausible values in the132

literature. Consequently, it is often possible to formulate informative priors for133

them. For the hyperparameters of the model discrepancy, classical choices are134

uniform priors and Jeffrey’s prior (e.g., p(σ) ∝ 1/σ). Inverse-gamma priors may135

be employed for the hyperparameters fixing the correlation with x of z, as they136

put zero probability mass on zero and infinite correlation lengths to separate137

model error from measurement error.138

The marginal posterior distribution of θ is obtained by integration over the
hyperparameters ψ:

pBayes(θ) := p(θ|yobs) =

∫
Ψ

p(θ,ψ|yobs) dψ. (6)

The posterior predictive density is used to make predictions of the true
process at any experimental condition x∗, possibly not observed:

p(y(x∗)|yobs) =

∫
Θ

∫
Ψ

p(y(x∗)|θ,ψ,yobs)p(θ,ψ|yobs) dθ dψ, (7)
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The distribution p(y(x∗)|θ,ψ,yobs) is normal, obtained from the Gaussian Pro-
cess predictive equations, which writes [33]:

y(x∗)|ψ|θ,yobs ∼ N (µpred, σ
2
pred),

µpred = f(x∗,θ) + kT∗ (Σψ + σ2
ε In)−1(yobs − fθ),

σ2
pred = cψ(x∗,x∗)− kT∗ (Σψ + σ2

ε In)−1k∗.

(8)

with k∗ = (cψ(x∗,x1), cψ(x∗,x2), . . . , cψ(x∗,xn))T .139

In the following, we refer to the general calibration framework with model140

error presented above as the full Bayesian framework. The distributions defined141

in equations (6) and (7) constitute the exact solution to the calibration problem,142

as was proposed for example in [12, 13]. The interest in the full Bayesian143

calibration comes from its rigorous derivation and the characterization of the144

posterior uncertainties in the model parameters and model discrepancy. Further,145

the framework is flexible and can adapt to various situations. For instance, in146

the case of an expensive computer code requiring its substitution by a surrogate147

model, the framework can be extended introducing a surrogate error model with148

new hyperparameters.149

Despite its apparent simplicity, this calibration can not be solved precisely150

in most applications. The reason is that it requires an accurate estimation of151

the posterior density, which might exhibit substantial variations and many local152

maxima over the joint space Θ × Ψ. Further, for calibrations involving multi-153

ple quantities and experimental configurations, the number of hyperparameters154

might become significant, making the estimation in high dimensions very com-155

plex. Monte-Carlo techniques [34] and other advanced sampling techniques have156

been employed to generate samples from the high dimensional posterior distri-157

butions and approximate the required integrals. The following section discusses158

some works proposed in the literature on direct full Bayesian calibration. How-159

ever, the so-called modular approaches ([29]) have gained popularity as alter-160

natives to full Bayesian calibration. These approaches, discussed in section 2.3,161

reduce the dimensionality of the sample space by estimating point values for162

some hyperparameters.163

2.2. Fully Bayesian approaches164

An example of application of full Bayesian method is in [12], where the165

full joint density is sampled using the Metropolis-Hastings algorithm in dimen-166

sion six (one parameter and five hyperparameters), allowing a complete repre-167

sentation of the posterior uncertainty. In [13], the authors deal with a high-168

dimensional output code and a sample space with a dimension greater than 30.169

Besides, more than 18,000 observations are considered making one evaluation170

of the likelihood function costly. Consequently, the authors relied on reduced171

basis representations, block matrix inversion formulas, and adapted informative172

priors to make the problem tractable and ease the posterior sampling.173

Another example of a fully Bayesian technique is presented in [15], where the174

authors chose a covariance function for z that involves variance and correlation175
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length hyperparameters. Before the sampling, correlation lengths are estimated176

with ML, as well as any eventual prior mean for z. ML estimates of variance177

hyperparameters serve to construct a prior for them. The MCMC sampling178

itself is simplified by allowing only variance hyperparameters to vary (as well179

as other hyperparameters involved in the surrogate for the computer model),180

using Gibbs updates as a conjugate prior was chosen. The authors declare that181

combining ML estimates with sampling achieves an efficient approximation to182

the Full Bayesian calibration. Note that they claim that ML estimates are a183

sufficient approximation to Full Bayesian, but only concerning hyperparameters184

for the computer model surrogate; they recognize that the variations of model185

discrepancy hyperparameters must be considered. Conjugate priors are also186

central to the sampling with Gibbs steps proposed in [17].187

Yuan and Ng [35] approximated the full Bayesian solution using an Expectation-188

Maximization algorithm, which can be interpreted as a repetition of a modular189

method of the first class (see next section). In [36], the full posterior distribution190

was sampled with a Gibbs sampler. In [37], the authors proposed a weighted191

normal approximation to the posterior to reduce the overall cost of evaluation192

and accommodate large numbers of hyperparameters.193

We now discuss two calibration frameworks that account for the uncertainty194

in model error through its dependence on the model parameters. In [20], a ”true195

value” of model parameters is defined as the minimizer of a loss function. It196

leads to an orthogonality condition for the model discrepancy and the gradient197

of the computer model. For each θ, a model discrepancy is estimated using a198

covariance function that verifies the orthogonality condition. This calibration199

aims to find the ”true parameters value”, a questionable objective when the200

model predictions can not satisfactorily represent the observations. Nonetheless,201

using an adaptive representation of model error instead of a distribution is a way202

to include multiple model discrepancies that might be very different in structure.203

In [38], the calibration was recast as an optimization problem, where a single204

value of θ is sought to maximize the likelihood of the corresponding model205

discrepancy term. These applications show that the full Bayesian calibration206

remains of practical interest despite being less popular than modular approaches207

due to its cost and the difficulties involved in sampling.208

2.3. Modular approaches209

The principle underlying modular approaches is to separate into groups210

(modules) the treatment of parameters and hyperparameters during the cali-211

bration and obtain a problem of sequential estimations. In [29], three modules212

are considered in the calibration of computer models: the surrogate of f , the213

measurement error in the observations, and the model discrepancy. Each mod-214

ule is then separately estimated. This approach breaks the high-dimensional215

calibration problem into smaller ones. One expects that these separated prob-216

lems are more accessible to sample than the original problem. The modular217

approach can also improve the identifiability of the hyperparameters belonging218

to different modules.219
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Since the calibration is sequential, the calibration problem for the modules220

must be adapted, and, in particular, assumptions regarding subsequent modules221

not yet calibrated are needed. Since the posterior distribution of the parameters222

θ is arguably the goal of the calibration, the last module estimates p(θ|yobs,ψ =223

ψ̂) where the estimator ψ̂ of ψ have been estimated in previous modules such224

that p(θ|yobs,ψ = ψ̂) ≈ pBayes(θ). We now distinguish between two classes of225

methods proposed in the calibration literature.226

In the first class of methods, one starts by determining a value θ0 such
that f(x,θ0) is an accurate prediction of y(x). Then, the hyperparameters
are estimated, usually by Maximum Likelihood, considering θ = θ0. With our
notations, this amounts to the following estimator:

ψ̂1 = arg max
Ψ

p(yobs|ψ,θ0). (9)

The methods in the first class differ by the definition of θ0: some works advocate227

for elicited values such as the prior mean [29, 39]. Other common approaches228

estimate θ0 from the observation, either minimizing the residuals between the229

model prediction and the observations [40], or solving the calibration problem230

without model error (1) to propose a plausible value [41, 11, 42, 19]. These231

approaches inherently assess the relevance of introducing a model discrepancy232

term by judging the quality of the model predictions using θ = θ0. In [43], it is233

demonstrated that f(x,θ0) + z(x) can be an accurate prediction of y(x), even234

for a poor value of θ0, because the model discrepancy term z can compensate235

for a wide range of residuals.236

In the second class of methods, one averages the posterior over the model
parameters value to obtain the distribution p(yobs|ψ), and then the hyperpa-
rameters are estimated using:

ψ̂2 = arg max
Ψ

p(yobs|ψ). (10)

This approach is used for instance in [14, 44, 31]. It was originally proposed by
Kennedy and O’Hagan [3, 45], with also the consideration of the hyperparameter
prior, leading to the Maximum A Posteriori estimate:

ψ̂KOH = arg max
ψ∈Ψ

p(ψ|yobs) = arg max
ψ∈Ψ

p(ψ)

∫
Θ

p(θ)p(yobs|θ,ψ) dθ, (11)

and the following estimation for the parameters posterior distribution:

pKOH(θ) ∝ p(θ)p(yobs|θ, ψ̂KOH). (12)

Note also that an approximation of p(yobs|ψ) is sometimes used to reduce the237

computational cost; Kennedy and O’Hagan propose to use a Gaussian approx-238

imation in [45]. Compared to the first class of methods, the computation of239

p(yobs|ψ) is generally more costly than estimating a single parameter value240

θ0. Compared to the first class, the second class of methods benefits from241
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the complete account of the parameter uncertainty when estimating the model242

discrepancy.243

The two classes of modular methods are compared in [19], where the second244

class estimates higher model discrepancies, showing the benefit of including the245

parameter uncertainty. In general, the modular approaches provide fairly accu-246

rate parameter posteriors. Nonetheless, due to the single point estimate for ψ,247

they do not account for the complete uncertainty about the model discrepancy248

term. In what follows, we propose a calibration technique where the uncertainty249

about the values of ψ is estimated to include all relevant uncertainties in the250

calibration framework.251

3. The Full Maximum A Posteriori method252

This section introduces the FMP approximation. It starts with its founding253

assumptions and the resulting approximations to the distributions of interest,254

presented in section (3.1). The FMP method is shown to produce marginal255

likelihoods greater than any other similar estimation technique in section (3.2).256

Then, we derive the exact FMP, KOH and Bayes calibration solutions, in the257

case of a Gaussian joint posterior in section (3.3.1), and a mixture of Gaussians258

with well-separated modes in section (3.3.2).259

3.1. Calibration framework260

3.1.1. Fundamental hypotheses261

We follow the idea that the plausibility of parameter values should be com-
pared by considering their most favorable model discrepancy distributions. This
is done by first recognizing that the model discrepancy term depends on the
model parameter:

zθ(x) = y(x)− f(x,θ). (13)

Therefore, the calibration equation becomes:

yobs(x) = f(x,θ) + zθ(x) + ε(x). (14)

This equation appeared previously in the work of [20], but we do not modify the
covariance of zθ as they do. Instead, we perform a joint estimation of θ and ψ
like in the full Bayesian framework of [12]. To make the estimation cheaper we
introduce a functional relationship between the parameters and the ”optimal
hyperparameters” defined as follows

ψ̂FMP(θ) = arg max
ψ

p(ψ)p(yobs|θ,ψ), (15)

where FMP stands for ”Full Maximum A Posteriori”, a combination between262

full Bayesian analysis and MAP estimation. Two additional assumptions are263

necessary to ensure the approximation of the posterior:264

1. For all θ ∈ Θ, the distribution p(ψ|θ,yobs) can be approximated as a265

point mass distribution at its mode ψ̂FMP(θ).266
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2. Let g(θ,θ′) be defined, for (θ,θ′) ∈ Θ2, as :

g(θ,θ′) = p(yobs|θ, ψ̂FMP(θ′)).

We assume that, for all θ ∈ Θ,∫
Θ

g(θ,θ′)p(θ′|yobs) dθ′ ∝∼ g(θ,θ). (16)

The first assumption is standard in calibration contexts. For instance, the267

underlying assumption of KOH’s framework is a point mass approximation of the268

distribution p(ψ|yobs) at its mode. Here we rely on a point mass approximation269

of the distributions p(ψ|θ,yobs). In this way, we do not consider one value of ψ270

that fits the error for all model predictions (when θ varies). Instead, the errors271

for each model prediction can be fitted well by individual values of ψ.272

The second assumption supposes that g(θ, ·) has a similar shape for differ-273

ent θ and that the ratio between its posterior-averaged value and its maximal274

value (remark that θ = arg maxθ′∈Θ g(θ,θ
′
)) does not depend on θ. This is275

verified for example when ψ̂FMP(θ) is a slowly varying function of θ (one value276

of optimal hyperparameters stands out), or when, for two different values of277

optimal hyperparameters ψ̂FMP(θ1) and ψ̂FMP(θ2), the conditional densities278

p(θ|yobs, ψ̂FMP(θ1)) and p(θ|yobs, ψ̂FMP(θ2)) are close.279

3.1.2. Posterior approximation and predictive density280

With the previous assumptions, the parameter posterior can be expressed
as

p(θ|yobs) =

∫
Ψ

p(θ|ψ,yobs)p(ψ|yobs) dψ

=

∫
Ψ

p(θ|ψ,yobs)

(∫
Θ

p(ψ|θ′,yobs)p(θ′|yobs) dθ′
)

dψ

=

∫
Θ

p(θ′|yobs)

(∫
Ψ

p(θ|ψ,yobs)p(ψ|θ′,yobs) dψ

)
dθ′

≈
∫

Θ

p(θ′|yobs)p(θ|yobs, ψ̂FMP(θ′)) dθ′

∝∼

∫
Θ

p(θ′|yobs)p(θ)p(yobs|θ, ψ̂FMP(θ′)) dθ′

∝∼ p(θ)p(yobs|θ, ψ̂FMP(θ)). (17)

We denote pFMP the probability density over θ proportional to p(θ)p(yobs|θ, ψ̂FMP(θ)).281

From the previous equation, pFMP is a reasonable approximation of pBayes.282

Note that for most covariance functions, cψ(x, x
′
) is a continuous function283

of ψ for all (x, x
′
). By the Maximum Theorem [46, 47] it can be shown that284

pFMP is a continuous function of θ. With the additional assumption that for285

each value of θ there is a unique value of optimal hyperparameters (which is286
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not true in general), we have that ψ̂FMP is a continuous function of θ. These287

continuity properties pave the way for calibration techniques based on surrogate288

modelling of the FMP quantities that will be explored in subsequent work.289

The predictive density for the true process at an unobserved experimental
condition x∗ is given by:

p(y(x∗)|yobs) =

∫
Ψ

∫
Θ

p(y(x∗)|θ,ψ,yobs)p(ψ|θ,yobs)p(θ|yobs) dθ dψ

=

∫
Θ

p(θ|yobs)

(∫
Ψ

p(y(x∗)|θ,ψ,yobs)p(ψ|θ,yobs) dψ

)
dθ

≈
∫

Θ

p(θ|yobs)p(y(x∗)|θ,ψ = ψ̂FMP(θ),yobs) dθ. (18)

The mean and variance of the predictive density can be computed explicitly. It
comes

E[y(x∗)|yobs] = Eθ[E[y(x∗)|yobs,θ]]

= Eθ[f(x∗,θ)]︸ ︷︷ ︸
averaged model prediction at x∗

+Eθ[kT∗ (Σ + σ2
ε In)−1(yobs − fθ)]︸ ︷︷ ︸

averaged model discrepancy at x∗

,

(19)

and

Var[y(x∗)|yobs] = Varθ[E[y(x∗)|yobs,θ]] + Eθ[Var[y(x∗)|yobs,θ]]

= Varθ[f(x∗,θ) + kT∗ (Σψ̂FMP(θ) + σ2
ε In)−1(yobs − fθ)]︸ ︷︷ ︸

uncertainty in the corrected model

+ Eθ[cψ̂FMP(θ)(x∗,x∗)− kT∗ (Σψ̂FMP(θ) + σ2
ε In)−1k∗]︸ ︷︷ ︸

residual uncertainty

(20)

where k∗ = (cψ̂FMP(θ)(x∗,x1), cψ̂FMP(θ)(x∗,x2), . . . , cψ̂FMP(θ)(x∗,xn))T .290

Equation (20) provides a decomposition of the predictive error into two con-291

tributions. The first contribution, named ”uncertainty in the corrected model”,292

is the variability of the corrected predictions. It is significant when the corrected293

predictions vary with θ, indicating that the model discrepancy term cannot ade-294

quately correct the predictions. The second term, named ”residual uncertainty,”295

is the part of the posterior uncertainty that the corrected model cannot explain.296

It corresponds to the remaining uncertainty in calibration using a finite amount297

of noisy observations.298

The FMP framework avoids ambiguity in defining the ”true value” of pa-299

rameters. Nevertheless, other types of identifiability issues might still plague the300

calibration process. If two distinct values of θ with the same prior value lead301

to the same computer model prediction, one might deem them unidentifiable.302

Likewise, if the prior distribution of z is not suited to the actual model discrep-303

ancy, optimal hyperparameters might be meaningless and posterior samples of z304
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would be inaccurate. These issues can be addressed by testing several prior dis-305

tributions for θ, z, and ψ. The multivariate Gaussian example in section 3.3.2306

below gives a graphical representation of these identifiability cases.307

3.2. Marginal likelihood of the FMP approximation308

We now examine the relevance of the FMP method in the scope of Bayesian309

Model Comparison (BMC). For a model M and an observations set yobs, the310

marginal likelihood p(yobs|M) is the probability of observing yobs given that311

its generative model is M . Comparing the marginal likelihood values for dif-312

ferent models allows for determining which model is the most likely to have313

generated the observations. In our case, consider weak prior information on the314

hyperparameters, the maximum a posteriori estimator simplifies to maximum315

likelihood: ψ̂FMP(θ) = arg maxψ p(ψ)p(yobs|θ,ψ) ≈ arg maxψ p(yobs|θ,ψ).316

Assume that, in an alternative approximation method, the functional rela-
tionship ψ̂h(θ) = h(θ) is proposed, with h a generic function. The posterior of
the model parameters would become ph(θ|yobs) ∝ p(θ)p(yobs|θ,ψ = ψh(θ)).
This setting also encompasses single-point estimation methods, such as the KOH
or cross-validation estimator of the hyperparameters. We have:

p(yobs|θ,ψ = ψ̂FMP(θ)) ≥ p(yobs|θ,ψ = ψh(θ)), ∀θ ∈ Θ

⇒
∫

Θ

p(θ)p(yobs|θ,ψ = ψ̂FMP(θ)) dθ ≥
∫

Θ

p(θ)p(yobs|θ,ψ = ψh(θ)) dθ

⇔ p(yobs|ψ = ψ̂FMP) ≥ p(yobs|ψ = ψh).

Thus, the likelihood of the observations when making the FMP approximation317

will always be higher than any other functional relationship between hyperpa-318

rameters and parameters. The BMC will then systematically favor the FMP319

method against any other approach based on such a relationship or single-point320

estimation.321

3.3. Elementary examples322

To illustrate the behavior of the FMP calibration, we consider two examples.323

In the first one, the (Bayesian) joint posterior distribution of (θ,ψ) is Gaussian.324

In the second one, we assume it is a multimodal mixture of Gaussians. The325

Bayes, KOH, and FMP calibration methods feature analytical solutions in these326

two cases.327

A Gaussian posterior is unlikely in practice because priors on hyperparam-328

eters are rarely Gaussian. However, the Gaussian case is very instructive, and329

posterior approximations by Gaussian distribution are standard when the pos-330

teriors become increasingly sharp around their maximum as the number of ob-331

servations increases. Similarly, the Gaussian mixture can approximate more332

complex distributions, and this example helps us understand the case of a mul-333

timodal posterior distribution where alternative explanations of the observations334

are plausible.335
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3.3.1. Unimodal Gaussian posterior336

Let us assume that the Bayesian procedure leads to a joint Gaussian posterior
for θ and ψ. We recall that dim(θ) = p and dim(ψ) = h. Let γ = (θ,ψ),

µ = (µθ,µψ) is the posterior mean and Λ =

(
Vθ CT

θ,ψ

Cθ,ψ Vψ

)
is the posterior

covariance, symmetric and positive definite. The joint posterior distribution
writes:

p(γ|yobs) =
1

(2π)(p+h)/2|Λ|1/2
exp

(
−1

2
(γ − µ)TΛ−1(γ − µ)

)
. (21)

Following the properties of the multivariate Gaussian distribution, the marginal
distributions are also Gaussian:

θ|yobs ∼ N (µθ,Vθ), and ψ|yobs ∼ N (µψ,Vψ), (22)

which directly gives:
pBayes(θ) = N (µθ,Vθ). (23)

Another property is that the conditional distributions are also Gaussian. We
can thus obtain the distribution of parameters θ conditioned to a value of hy-
perparameters ψ:

θ|ψ,yobs ∼ N (µθ|ψ,Vθ|ψ),

µθ|ψ = µθ + CT
θ,ψV−1

ψ (ψ − µψ),

Vθ|ψ = Vθ −CT
θ,ψV−1

ψ Cθ,ψ.

(24)

Accordingly, the distribution of hyperparameters ψ conditioned to a value of
parameters θ has for expression

ψ|θ,yobs ∼ N (µψ|θ,Vψ|θ),

µψ|θ = µψ + Cθ,ψV−1
θ (θ − µθ),

Vψ|θ = Vψ −Cθ,ψV−1
θ CT

θ,ψ.

(25)

To perform the KOH estimation, the first step is to compute the marginal
of hyperparameters and retrieve its maximum. From equation (22) we obtain

ψ̂KOH = µψ.

The approximation of the parameters’ marginal is then obtained by conditioning
θ on the estimated value ψ̂KOH. Thus,

pKOH(θ|yobs) = p(θ|ψ̂KOH,yobs) = p(θ|µψ,yobs) = N (µθ|µψ ,Vθ|ψ) = N (µθ,Vθ|ψ).

(26)

Note the reduction of variance property: because the matrix CT
θ,ψV−1

ψ Cθ,ψ337

is symmetric positive definite, under the Loewner order we have Vθ|ψ ≤ Vθ.338
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This order can be understood as the following: let {λi}1≤i≤p be the eigenvalues339

of Vθ|ψ in a decreasing order and {λ′i}1≤i≤p be the eigenvalues of Vθ in a340

decreasing order. Then, for all i ≤ p, we have λi ≤ λ
′

i. It is seen that pKOH341

remains Gaussian, with correct mean µθ, but a reduced covariance compared342

to pBayes.343

To proceed with the FMP estimation, the first step is to estimate the op-
timised hyperparameters for each parameter value θ. We directly get, using
equation (24),

ψ̂FMP(θ) = arg max
ψ

p(ψ|θ,yobs) = µψ|θ(θ) = µψ + Cθ,ψV−1
θ (θ − µθ).

Thus ψ̂FMP is an affine function of θ. To evaluate the approximate posterior
distribution of parameters we need to express the inverse of the covariance
matrix Λ, using the Matrix Block Inversion Lemma [33],

Λ−1 =

(
V−1
θ + V−1

θ CT
θ,ψV−1

ψ|θCθ,ψV−1
θ −V−1

θ CT
θ,ψV−1

ψ|θ
−V−1

ψ|θCθ,ψV−1
θ V−1

ψ|θ

)
,

we obtain

pFMP(θ|yobs) ∝ p(θ,ψ = ψ̂FMP(θ)|yobs)

∝ exp

(
−1

2

(
θ − µθ

ψ̂FMP(θ)− µψ

)T
Λ−1

(
θ − µθ

ψ̂FMP(θ)− µψ

))

∝ exp

(
−1

2

(
θ − µθ

Cθ,ψV−1
θ (θ − µθ)

)T
Λ−1

(
θ − µθ

Cθ,ψV−1
θ (θ − µθ)

))

∝ exp

(
−1

2
(θ − µθ)T

(
1p×p

Cθ,ψV−1
θ

)T
Λ−1

(
1p×p

Cθ,ψV−1
θ

)
(θ − µθ)

)

∝ exp

(
−1

2
(θ − µθ)TV−1

θ (θ − µθ)

)
.

(27)

The density pFMP is proportional to the exponential of a quadratic form in θ,344

so it is Gaussian, and its mean and covariance matrix correspond to the true345

marginal distribution. In this case, the FMP approximation is exact.346

The behaviour of the methods is illustrated in figure 1 for dim(θ) = dim(ψ) =347

1. In this example, the FMP method matches exactly the Bayesian solution.348

The KOH solution has a reduced variance due to the conditioning on a fixed349

value of the hyperparameters, which might lead to the ”false certitude” effect.350

This higher certitude (lower uncertainty) is simply an artifact of the KOH esti-351

mation method.352

3.3.2. Mixture of Gaussians353

We now consider the case where the joint posterior p(γ|yobs) is a mixture
of Gaussians, with modes that are well-separated, with similar orders of magni-
tude. The joint density is a mixture of m Gaussians, with weights (πi)i≤m, such
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(a) Full Bayesian posterior (b) KOH posterior (c) FMP posterior

Figure 1: Joint posteriors of parameters and hyperparameters: Gaussian case.

that
∑m
i=1 πi = 1. Their respective means are µi =

(
µθ,i
µψ,i

)
and their respective

covariance matrices: Λi =

(
Vi,θ CT

i,θ,ψ

Ci,θ,ψ Vi,ψ

)
. The joint density is

p(γ|yobs) =

m∑
i=1

πip(γ|yobs,µi,Λi)

=
1

(2π)(p+h)/2

∑
i

πi√
|Λi|

exp

(
−1

2
(γ − µi)TΛ−1

i (γ − µi)
)
.

(28)

The well-separated hypothesis concerns the projections of the modes on the
spaces Θ and Ψ. Geometrically, the well-separated hypothesis on Θ means that,
when projecting the Gaussians on the first p coordinates, the 95% confidence
ellipses of each mode do not intersect each other. It can be written as:

”The intervals Θj = {θ s. t. (θ−µj)TV−1
θ,j(θ−µj) ≤ t95(p)} are disjoint for 1 ≤ j ≤ m, ”

where we have noted t95(p) the 95% quantile of the χ2 law with p degrees of
freedom. The equivalent condition for the projections over Ψ is also supposed to
be true. Another assumption is that the weights {πi}1≤i≤m have the same order
of magnitude, so that, for 1 ≤ i ≤ m, if (θ,ψ) is close to µi then p(θ,ψ|yobs) ≈
πip(θ,ψ|yobs,µi,Λi). By linearity, the true marginal density of the parameters
is the linear combination of marginals:

pBayes(θ|yobs) =

∫
ψ

p(γ|yobs) dψ =

m∑
i=1

πi

∫
ψ

p(γ|yobs,µi,Λi) dψ

=
1

(2π)p/2

m∑
i=1

πi√
|Vi,θ|

exp

(
−1

2
(θ − µθ,i)TV−1

i,θ (θ − µθ,i)
)
.

(29)

The KOH estimation first computes the hyperparameter marginal distribution:

p(ψ|yobs) =
1

(2π)h/2

m∑
i=1

πi√
|Vi,ψ|

exp

(
−1

2
(ψ − µψ,i)TV−1

i,ψ(ψ − µψ,i)
)
.
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According to the separation hypothesis over Ψ, the maximum of p(ψ|yobs) is:

ψ̂KOH = arg max
ψ

p(ψ|yobs) = µiKOH,ψ,

iKOH = arg max
i≤m

πj√
Vi,ψ

.
(30)

So, the KOH posterior is:

pKOH(θ|yobs) = p(θ|yobs,ψ = µiKOH,ψ) = N (µθ,iKOH
,ViKOH,θ|ψ), (31)

with
ViKOH,θ|ψ = ViKOH,θ −CT

iKOH,θ,ψViKOH,ψCiKOH,θ,ψ.

The solution of the KOH estimation is Gaussian with reduced variance matrix.354

Besides, the selection of the mode is driven by the criteria defining iKOH, which355

does not necessarily correspond to the true maximum of the Bayesian solution.356

Optimal hyperparameters in the FMP method are given by the solution to
the optimization problem:

ψ̂FMP(θ) = arg max
ψ

p(γ|yobs) = arg max
ψ

m∑
i=1

πi√
|Λi|

exp

(
−1

2
(γ − µi)TΛ−1

i (γ − µi)
)

According to the separation hypothesis, the confidence intervals {Θi}i≤m are
disjoint so that

for θ ∈ Θi, p(γ|yobs) ≈ πip(γ|yobs,µi,Λi),

and ψ̂FMP(θ) = ψ̂i,FMP(θ) := µi,ψ + Ci,θ,ψV−1
i,θ (θ − µi,θ).

We note p∗FMP(θ) = p(θ,ψ = ψ̂FMP(θ)|yobs) =
∑m
j=1 πjp(θ, ψ̂FMP(θ)|yobs,µj ,Λj)357

the unnormalized FMP approximation of the parameter posterior. The follow-358

ing two properties are true:359

• ∀θ ∈ Θi, πip(θ, ψ̂i,FMP(θ)|yobs,µi,Λi)�
∑
j 6=i πjp(θ, ψ̂i,FMP(θ)|yobs,µj ,Λj).360

This is the application of the separation property in Ψ and the low dis-361

crepancy in the weights {πi}1≤i≤m.362

• πip(θ, ψ̂i,FMP(θ)|yobs,µi,Λi) = πi

(2π)(p+h)/2
√
|Λi|

exp
(
− 1

2 (θ − µi,θ)TV−1
i,θ (θ − µi,θ)

)
.363

This result was obtained in the unimodal case (see equation (27)).364

Thus, a natural approximation for p∗FMP, for θ ∈ Θ, is

p∗FMP(θ) ≈
m∑
j=1

πjp(θ, ψ̂j,FMP(θ)|yobs,µj ,Λj),

and if θ ∈ Θi it simplifies to

p∗FMP(θ) ≈ πi

(2π)(p+h)/2
√
|Λi|

exp

(
−1

2
(θ − µi,θ)TV−1

i,θ (θ − µi,θ)

)
.
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Since most of the probability mass of p∗FMP(θ|yobs) is contained within the
intervals Θi, we have

pFMP(θ) =
1

K

m∑
i=1

πi√
|Λi|

exp

(
−1

2
(θ − µi,θ)TV−1

i,θ (θ − µi,θ)

)
for θ ∈ Θ,

(32)
with the normalizing constant

K =

∫
θ∈Θ

m∑
i=1

πi√
|Λi|

exp

(
−1

2
(θ − µi,θ)TV−1

i,θ (θ − µi,θ)

)
dθ

≈ (2π)(p/2)
m∑
i=1

πi

√
|Vi,θ|√
|Λi|

.

The distribution pFMP is a linear combination of the m marginals associated365

with the original Gaussian mixture. The variances of the different peaks are366

correctly estimated, but the estimation introduces a bias on the weights of367

the Gaussian mixture: the FMP estimates the original weights πi to be π′i =368

1
kπi

√
|Vi,θ|√
|Λi|

where k is a normalizing constant such that
∑m
i=1 π

′
i = 1. Specifi-369

cally, the FMP method emphasizes the importance of the Gaussians with low370

hyperparameter variance in the mixture.371

An illustration of the methods is given in figure 2. In this example, the KOH372

estimation finds only one peak that does not correspond to the true maximum373

of the posterior, so the conclusions about θ are potentially misleading. In the374

FMP estimation, all the peaks are found, yet their relative weights might be375

wrongly estimated, leading to an inversion of the importance of the peaks so376

that the maximum a posteriori estimator is incorrect. This feature will be found377

in any method that uses estimated hyperparameters instead of marginalization378

because volume effects cannot be seen. We argue that it is still favorable to379

perform the FMP estimation in this case so that no possible explanation of the380

observations is missed.381

(a) Full Bayesian posterior (b) KOH approximation (c) FMP approximation

Figure 2: Joint posterior of parameters and hyperparameters: well separated Gaussian mixture
case.

We now discuss the case where the two Gaussians of the mixture are not382

well-separated. In figure 3a, the Ψ-projections of the two modes overlaps. The383
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corresponding estimations of the KOH and FMP methods are plotted in the384

figure. In this example, the KOH criterion selects the right mode; contrary385

to the well-separated case, the other (left) mode contributes to the parameter386

posterior because part of its probability mass is captured when conditioning on387

ψ̂KOH. However, KOH badly estimates the second mode, contrary to the FMP388

approximation, which retrieves the two modes correctly. This situation occurs389

when a single model discrepancy adequately applies to the whole parameters390

domain.391

Figure 3b shows the case where the Θ-projections of the Gaussians overlap.392

This situation is challenging for the two approximation methods since they rely393

on a point-mass approximation of the marginals of ψ, which is not verified here.394

In the example shown, the FMP approximation performs slightly better with395

a posterior variance of θ underestimated but closer to the reference than for396

KOH. This situation occurs when the distribution of the model discrepancy is397

at odds with the observations, and no hyperparameters value stands out; it calls398

for a change in the prior of zθ (e.g., selecting another covariance structure).399

(a) Posterior with intersecting Ψ-
projection.

(b) Posterior with intersecting Θ-
projection.

Figure 3: Comparison of KOH and FMP estimations: case of Gaussian mixtures without
modes separation.

4. Applications400

In this section, we present two examples. The first one in Section 4.1 is an401

analytical model in which predictions have different shapes depending on the402

parameter value, yielding two explanations of the observations. The posterior403

is then bimodal, challenging the KOH estimation. The elementary nature of404

this example also allows studying the normality of the posterior by fitting a405

Gaussian Mixture Model.406

The second application in Section 4.2 deals with the calibration using actual407

experimental measurements of a boiling model. Physical insights are required408

to formulate the statistical assumptions. The model error and the measurement409

uncertainty are both significant in this problem, and the FMP calibration cor-410

rectly attributes the uncertainty of each source, whereas the KOH calibration411

sees only one.412
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4.1. Calibration of an inadequate model413

We apply the FMP calibration to an elementary problem where model in-414

adequacy is present, and the structure of the model predictions is sensitive to415

parameter variations. We also perform the KOH and full Bayesian calibrations416

on this example. The Bayesian calibration shows that the joint posterior can417

be approximated by a mixture of two Gaussian distributions, illustrating the418

previous theoretical results.419

4.1.1. Problem formulation420

In this example, the true function is y(x) = x and the computer model is
given by

f(x, θ) = x sin(2θx) + (x+ 0.15)(1− θ). (33)

The input variable x and the model parameter θ lie within the restricted range421

(x, θ) ∈ [0, 1]× [−0.5, 1.5]. We use observations of the true function at 8 points422

uniformly spaced in the interval [0, 1]. The observations are noisy with a cen-423

tered Gaussian noise with standard deviation σε = 0.1. The observation noise424

is not known a priori but is learned along with the other hyperparameters of425

the model error.426

The prior of the model discrepancy is a Gaussian Process with zero mean
and a Squared Exponential covariance

cψ(x, x′) = σ2 exp

(
− (x− x′)2

2l2

)
. (34)

Thus, a total of three hyperparameters ψ = (σ, l, σε) are involved in the cali-427

bration. The prior for θ is uniform over [−0.5, 1.5]. The priors for σ and σε are428

uniform on the interval [1e−5, 1]. The prior on l is also uniform, truncated on429

[1e−3, 5].430

Samples of the posterior distributions are obtained using Monte-Carlo Markov431

Chain methods with the Metropolis-Hastings algorithm [48]. For the KOH cali-432

bration, we first estimate the hyperparameters using (11). The MCMC method433

is then run for the target density pKOH(θ) (see (12)). In the FMP calibration,434

the target density pFMP(θ) is also of dimension 1, but each step of the MCMC435

requires the determination of the optimal hyperparameters. The cost of these436

optimizations is not prohibitive, thanks to the available gradients [33, Chapter437

5], and because the optimal hyperparameters of the previous step are generally438

a good starting point. For the Bayes calibration, the target density p(θ,ψ|yobs)439

is in dimension four and requires significantly more steps. The FMP and KOH440

chains have 5e5 steps, and the Bayes chain has 2.5e6 steps, all with a burn-441

in of 10%. From each chain, we extract a posterior sample of size 5000 by442

taking regularly-spaced visited states. This subsampling rate is large enough443

compared to the self-correlation length of the chains to consider the resulting444

samples independent. For more details about this procedure, see [49].445
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4.1.2. Calibration Results446

We apply a Kernel Density Estimation method to the MCMC samples to447

estimate the posterior marginal densities of parameters and hyperparameters.448

These marginals are shown in figure 4. The parameter’s posterior marginals are449

bimodal with a first mode located at θ = −0.025 and the second at θ = 1.02.450

For the reference Bayes solutions, the relative importance of the two modes is451

in the ratio 4.3:1, computed as the relative frequency of θ < 0.5. The ratio is452

2.75:1 for the FMP method and 69.4:1 for the KOH method. The FMP method453

overestimates the second mode’s importance and puts more probability mass454

between the two modes. The KOH estimation almost misses the second mode455

focusing on a single interpretation of the observations.456

Hyperparameters’ posterior marginals reveal that the FMP method improves457

the calibration results. All three hyperparameters feature a variance a posteri-458

ori that the KOH estimation cannot capture. The KOH hyperparameters, by459

definition, are at the Bayes posterior maxima; they match the maxima of the460

marginals of σε and σ, although with a slight offset for l. The FMP marginals461

have modes located at these maxima and have smaller variances than the Bayes462

solution due to the reduction in their optimal values. Note that the posterior463

marginal of l accumulates mass around the maximal value a priori. We have464

repeated the calibration with high maximal values up to l = 20 without finding465

a notable difference, as the Bayes posterior remains flat. Note that for the in-466

ferred σε, the Bayes solution is the only one to correctly estimate the true value467

of 0.1 when other methods infer smaller values σε ≈ 0.06.468

Figure 4: Prior and posterior distributions for the model parameter (top left) and hyperparam-
eters. In the KOH calibration, hyperparameters are estimated with point mass distributions,
represented with vertical lines. The Gaussian Mixture Model, fitted on the Bayes posterior, is
represented with the dashed curves. In the bottom row, some probability mass lies outside the
support of the densities due to the Kernel Density Estimation. All densities are normalized
over their support for proper comparison.

The bimodality of the parameter posterior reflects in the posterior model469
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predictions shown in figure 5. The left mode, the only one found by KOH,470

corresponds to quasi-linear predictions with a constant offset from the true471

process y(x). The second modes correspond to predictions close to the true472

process but with an oscillation in x. The FMP method accounts for the two473

types of predictions present in the Bayes solution. We also see a clear separation474

between the two types of predictions in the Bayes solutions, while the FMP475

method produces some predictions with intermediate structures.476

Figure 5: Posterior samples of the model predictions for all three calibration methods. 50
samples are represented on each figure, and observations are shown with 2σε confidence in-
tervals. Model predictions that are quasi-linear correspond to θ ≈ 0, and the ones with slow
oscillations correspond to θ ≈ 1.

4.1.3. Gaussian Mixture Model fit on the Bayes solution477

As a further step, we fit a mixture of Gaussians model on the MCMC samples
of the Bayes solution. To do so, we employed a hard clustering algorithm based
on Expectation-Maximization 1. The selected form of the mixture is a weighted
sum of two Gaussians

p(θ,ψ|yobs) = π1 N (µ1,C1) + π2 N (µ2,C2). (35)

The estimated coefficients of the GMM are presented in Table 1.478

The two estimated modes reveal that, even though they are distinct in θ,479

they are not in ψ. We are thus in a situation without clear separation featuring480

the intersection of projections in ψ space. The marginals of the GMM are481

shown in Figure 4. A good fit of the Bayesian and GMM marginals is reported482

for θ. The fit is much less satisfactory for the hyperparameters: the normality483

assumption is inappropriate due to the truncated supports. Nevertheless, the484

GMM illustrates some results of section 3.3.2 as discussed below:485

• The KOH estimation selects a mode according to the criterion in equa-486

tion (30). We check that π1√
|C[3,3]

1 |
= 70.8 is greater than π2√

|C[3,3]
2 |

= 10.0,487

which is the reason why it selects the first mode.488

1 https://perso.telecom-paristech.fr/bonald/documents/gmm.pdf
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Coefficient Estimation
π1 0.81
π2 0.19
µ1 (−0.03, 0.09, 0.40, 2.93)T

µ2 (1.02, 0.12, 0.29, 2.56)T

C1


2.9e−2 −1.9e−4 1.3e−3 −1.6e−3
−1.9e−4 1.5e−3 −8.6e−5 −1.4e−3
1.3e−3 −8.6e−5 5.7e−2 3.0e−2
−1.6e−3 −1.4e−3 3.0e−2 1.6


C2


2.1e−2 −3.0e−4 −8.0e−4 5.1e−2
−3.0e−4 2.9e−3 5.7e−4 7.8e−3
−8.0e−3 5.7e−4 6.2e−2 4.9e−2
5.1e−2 7.8e−3 4.9e−2 2.1


Table 1: Estimated coefficients of the Gaussian Mixture Model for the posterior distribution
of µ = (θ,σmes,∆T ,σ, l).

• The posterior correlation between θ and ψ is low, so the variance at489

the first mode is roughly unchanged after projection: Vθ = C1(0, 0) =490

2.90e−2, and Vθ|ψ = C1(0, 0) −CT
1,θ,ψ(C

[3,3]
1 )−1C1,θ,ψ = 2.89e−2, with491

C1,θ,ψ = (−1.9e−4, 1.3e3,−1.6e−3)T . The KOH method underestimates492

the posterior variance due to selecting only one mode.493

• The FMP weights can be computed using (32). We have π
′

i ∝ πi
√
|Ci|√

Ci(0,0)
,494

which gives π
′

1 = 0.73 and π
′

2 = 0.27, in a proportion 2.71:1 which corre-495

sponds to the ratio found in the FMP results.496

Thus, even if the assumption of normal joint posterior is questionable, this497

example shows the key role of the posterior covariance in understanding the498

behaviour of the calibration methods. However, this covariance can not be499

accessed before the calibration.500

4.2. Calibration of a boiling model501

We now tackle the calibration of a thermal model using experimental ob-502

servations. Three parameters are selected for the calibration for their strongly503

non-linear impact on the model predictions. The model discrepancy distribution504

is formulated using physical knowledge.505

4.2.1. Problem formulation506

The MIT Boiling model [50] simulates the boiling of fluids in contact with507

a heated wall. The inputs of the model are experimental variables (fluid pres-508

sure, velocity, temperature, and configuration geometry) and the wall superheat509

∆Tsup, defined as the difference between the wall temperature and the satura-510

tion temperature of the fluid. The model output is the heat flux φ from the511
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wall to the liquid. The model is semi-empirical and based on experimental cor-512

relations, with low evaluation cost. The experimental observations used in this513

study come from the boiling experiment of Kennel [51], precisely case number 6514

(one of the observation sets used by Kommajosyula to validate the MIT Boiling515

model). It consists of 8 joint measurements of heat flux and wall temperature516

in different boiling regimes, ranging from no-boiling to fully developed nucleate517

boiling.518

Three calibration parameters (θ1, θ2, θ3) are considered; the motivations for519

this choice and the significance of each parameter is discussed in [52]. The mea-520

surement uncertainty lies primarily on ∆Tsup, which is an input model quantity,521

not an output. This specificity requires an adaptation of the framework. Follow-522

ing [53], the sensitivity (derivatives) of yobs at the uncertain inputs is estimated523

from a polynomial fit over the observations and used to include this uncertainty524

in the framework (see below).525

We base the formulation of the model discrepancy on two considerations.
First, because φ is a smooth increasing function of ∆Tsup, the model discrep-
ancy should be smooth too. The second consideration concerns the magnitude
of the discrepancy. At low values of ∆Tsup, there is no boiling, and the model
predictions are accurate (linear tendency). At high values of ∆Tsup, the emer-
gence of nucleate boiling induces an exponential increase of the heat flux that
might be incorrectly represented by the model, requiring a higher variability
of the discrepancy term. Consequently, the selected model discrepancy is a
Gaussian Process with mean zero and covariance function given by:

cψ(∆Tsup,∆T
′
sup) = σ2∆Tsup∆T

′

sup exp

(
−
|∆Tsup −∆T

′

sup|2

2l2

)
. (36)

The vector of observations has a normal distribution, with covariance matrix526

Σψ+σ2
mes,∆TD, where D is the diagonal matrix with diagonal coefficients equal527

to the derivatives of yobs at the observations.528

Table 2 reports the prior distributions considered for the calibration. The529

priors are truncated normals and uniform distributions for the parameters and530

hyperparameters, respectively. The priors’ ranges are selected to ensure phys-531

ically meaningful value (parameters) and using a priori considerations on the532

magnitude of the model and measurement errors (hyperparameters).533

As in the first example, we sample the posteriors with the Metropolis-534

Hastings algorithm. The KOH and FMP chains have an acceptance rate of535

≈ 11% and the Bayes chain ≈ 3%. Figure 6 shows the self-correlation of the536

MCMC chains. The mixing lengths of the chains are τ = 28 for KOH, τ = 30537

for FMP, and τ = 470 for Bayes. To ensure sample sets of similar quality, we538

generate chains with respective lengths 5e5, 5e5, and 1e7 for the KOH, FMP,539

and Bayes methods and extract 1,000 samples from the chains by uniform sub-540

sampling.541

A polynomial fit of the model is used to estimate derivatives. The FMP542
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Figure 6: Self-correlation of the chains for the three methods applied to the MIT Boiling
model calibration.

optimizations use the C++ library NLopt2, with the global algorithm MLSL,543

using the local optimizer SBPLX. A maximal time of 10e−4s is allocated to544

individual optimization. For the KOH estimation of hyperparameters, the inte-545

gral over Θ is computed by quadrature, using a QMC grid of size 300 over the546

parameters domain.547

4.2.2. Results548

Table 2 summarizes the results of the inference problem for the three meth-549

ods. The most noticeable result is that the KOH method estimates a zero550

model error σ and attributes all the discrepancies to measurement uncertainty.551

Consistently, the KOH method yields an erroneous estimation of θ1 with an552

underestimated variance. On the contrary, the FMP method identifies a model553

error comparable to the full Bayesian calibration and, despite underestimat-554

ing the hyperparameters’ variances, provides a globally correct inference of the555

parameters and hyperparameters.556

Calibration θ1 θ2 θ3 σ l σmes,∆T

Prior distributions
- Nt,I1(0.5, 0.32) Nt,I2(0.5, 0.32) Nt,I2(0.5, 0.32) U([0, 1e6]) U([1, 30]) U([0.1, 0.8])

Posterior summaries (mean ± std)
KOH 0.45± 0.22 0.50± 0.28 0.37± 0.12 0± 0 15.0± 0 0.48± 0
FMP 0.28± 0.29 0.53± 0.28 0.41± 0.14 5.7e3± 8.6e3 13.2± 5.5 0.32± 0.14
Bayes 0.27± 0.29 0.48± 0.28 0.43± 0.18 5.6e4± 1.0e5 17.2± 7.8 0.37± 0.17

Table 2: Prior distributions and posterior summaries obtained for each calibration technique.
Notations are U for uniform distributions, and Nt,Ik (µ, σ2) refers to a truncated normal
distribution over the interval Ik, with I1 = [−0.5, 1.75] and I2 = [0, 1.5].

Figure 7 shows the posterior of the corrected model prediction (f+zθ) of the557

true process y. The credible intervals of the corrected prediction in FMP and558

Bayes are generally larger than for KOH, especially at low values of ∆Tsup where559

2 https://nlopt.readthedocs.io/en/latest/
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no observations are available. Note that the uncertainty is zero at ∆Tsup because560

of the structure of the model discrepancy covariance. The predictive variance561

is split into the model and residual contributions, as described in Section 3.1.2.562

For KOH, the variance a posteriori of zθ is uniformly zero, as σ is inferred to563

be zero. This result is unsatisfactory, especially at low values of ∆Tsup where564

few observations are available. All approaches agree on the dominance of the565

model predictions variance for the high range of ∆Tsup values.566

Figure 7: Posterior predictions of the corrected model (f+zθ) with uncertainty. Observations
are shown with inferred error bars of length 2Eθ [σmes,∆T ]. The bottom plots show the decom-
position of the predictive variance in residual uncertainty (stripped region) and uncertainty
in the corrected model (grey filled region) as explained in Section 3.1.2.

More insight can be gained by plotting the projection of the posterior sam-567

ples in the σmes,∆T and l plane; see the left plot of Fig. 8. The Bayes samples568

cover the full support of the prior; the FMP samples fall primarily in two re-569

gions corresponding to two distinct interpretations of the observations: high570

measurement error with zero model error or a combination of both. The KOH571

estimator falls into the former. Since KOH estimates σ = 0, all lengths l are572

equally likely, and the reported value l = 15.0 comes from the initialization of573

the optimization problem. The second and third plots of Fig. 8 report the FMP574

model predictions corresponding to these two regions. In the interpretation575

with measurement error only, plausible model predictions pass through all ob-576

servations and have tight dispersions. In the interpretation with non-zero model577

error, some model predictions come close to most observations, but others are578

further away, following the observations’ trend. From a practical perspective,579

acknowledging the possibility of low measurement and non-zero model errors580

is crucial to properly assess the uncertainty in the model predictions of non-581

observed quantities that can not be corrected. The FMP and Bayes methods582

achieve this goal of considering alternative interpretations of the observations.583

5. Conclusions584

We have proposed an approach to estimate both model parameters and585

model discrepancy. For the first time in literature, to our knowledge, the model586
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Figure 8: Samples in the σε and l plane for the three methods (left plot). Samples of the
FMP model predictions conditioned on a zero (middle) and non-zero model error (right).

error is explicitly dependent on model parameter values in the calibration frame-587

work. We showed that it solves the identifiability problem between model error588

and parameter uncertainty. The resulting predictive uncertainty splits into two589

natural contributions: the error in the calibrated model and the residual un-590

certainty. The FMP approximation has a reduced cost compared to the full591

Bayesian inference while correcting the defects of the KOH estimations when592

the posterior of the hyper-parameters has several modes.593

In two applications, we found that the FMP calibration performs better than594

the KOH calibration in terms of uncertainty estimation, values of parameters,595

and posterior predictions. Allowing some variance in the hyperparameters of596

the model discrepancy helps avoid pitfalls such as the false certainty effect or597

missing entire probability regions. The FMP approach proves to be an accurate598

approximation of the full Bayesian calibration and significantly reduces the di-599

mension of the MCMC sample space. Thus, the FMP method is well suited for600

situations requiring complex model error terms with many hyperparameters or601

when performing calibration on a collection of experiments with independent602

model discrepancy terms.603

Reducing the sample space dimension comes at the cost of solving an op-604

timization problem at each step of the MCMC. From there comes the main605

computational cost of the FMP technique. Due to the relatively low dimen-606

sionality of the two application problems presented in this paper, we have not607

observed significant computational benefits of using the FMP method compared608

to the full Bayesian approach in our numerical experiments. In [52], we build609

a surrogate model of the optimal hyperparameters to bypass the optimization610

step and accelerate the FMP method with considerable computational savings611

compared to the full Bayesian method.612

Our calibration equation offers new challenges to propose appropriate priors.613

Consistently with their definition of model error, previous works used model614

discrepancy hyperparameters a priori independent of model parameters. We615

also adopt this hypothesis in the present work, but one could imagine more616

complex prior. We advocate for using model discrepancy distributions that are617

more complex and more physics-informed to provide more accurate predictions.618

Finally, the FMP method solves an optimization problem for the pointwise619
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estimation of the hyperparameters at every parameter value (see equation (15)).620

Solving these optimization problems may induce a significant computational621

overhead compared to other modular methods relying on global pointwise esti-622

mates. We are currently developing methods that construct surrogate models623

of the FMP hyperparameters ψ̂FMP(θ) in an offline stage. The sampling of the624

FMP posterior can then proceed with the surrogate at a cost comparable to the625

KOH method. These numerical developments will be published elsewhere.626

SUPPLEMENTARY MATERIAL627

The implementation of the MIT Boiling model, as well as the Kennel mea-628

surements data set used in section 4.2, are available online at https://github.629

com/nleoni95/MITB.630
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