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Two Lower Bounds for Random Point Sets via Negative

Association∗

Denys Bulavka† Olivier Devillers‡ Philippe Duchon§ Marc Glisse¶

Xavier Goaoc‖

Abstract

We present two lower bounds that hold with high probability for random point sets.
We first give a new, and elementary, proof that the classical models of random point sets
(uniform in a smooth convex body, uniform in a polygon, Gaussian) have a superconstant
number of extreme points with high probability. We next prove that any algorithm that
determines the orientation of all triples in a planar set of n points (that is, the order type of
the point set) from their Cartesian coordinates must read with high probability 4n logn −
O(n log log n) coordinate bits. This matches previously known upper bounds. Both bounds
rely on a method due to Dubhashi and Ranjan (Random Structures and Algorithms, 1998)
for obtaining concentration results via a negative association property.

1 Introduction

The analysis of random point sets is a classical theme in discrete and computational geometry and
many statistics have been studied in the course of average-case analysis of geometric algorithms
or to better understand what to expect from a typical point set, see e.g. [1, 3, 4, 6, 7, 8, 11]. While
the simpler results give asymptotic estimates on the expectation of the statistic considered, it
is natural to aim for more precise statements, where bounds on the variance or higher moments
ensure that the statistic is close to its average with high probability. Such results often follow
from recasting the statistic considered as a sum of independent contributions [26], and in many
cases establishing this independence leads to substantial technical complications (we will see
examples shortly).

Some 25 years ago, Dubhashi and Ranjan [13] established that several of the benefits of
independence are also enjoyed by random variables that are negatively dependent in the sense
that, intuitively, when one is high the others tend to be low (see Section 2 for a formal definition).
In this paper, we apply these ideas to analyze random point sets, where negatively dependence
is easily found, and prove lower bounds with high probability on the typical number of extreme
points and on the typical resolution of the order types.
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1.1 Context and motivation

Before we state our results let us provide some background.

Orientations and order types. Given three points p, q, r ∈ R2, the orientation of the
triple (p, q, r) is defined as +1 if r is to the left of the line (pq), oriented from p to q, −1 if r is to
the right of that line, and 0 if r is on that line. More generally, the orientation of a (d+1)-tuple
(p1, p2, . . . , pd+1) of points in Rd can be defined as

orient (p1, p2, . . . , pd+1) = sign det


(p1)1 (p2)1 . . . (pd+1)1
(p1)2 (p2)2 . . . (pd+1)2
...

...
...

(p1)d+1 (p2)d+1 . . . (pd+1)d+1

1 1 . . . 1


Two point sets A and B have the same order type if there is a bijection A → B that preserves
all orientations. This defines an equivalence relation on finite point sets, and an order type is an
equivalence class for that relation. A point set in an order type is also said to realize that order
type. An order type of point sets in Rd is simple if all orientations are non zero.

The order type of a point set determines many of its properties (e.g. its convex hull and
convex layers, its k-sets, its triangulations or crossing-free graphs, . . . ) while being amenable
to combinatorial analysis (e.g. it enjoys a Ramsey-type theorem [24, §9.3]). A natural question
arises:

What can be said about the order type of a random point set?

For instance, Han et al. [19] proved that for random samples of the unit square, a threshold
phenomenon occurs with respect to the property of containing all order types of a given size.

Random polytopes and concentration. In stochastic geometry, an established model of
random polytope is the convex hull of a set of n random points chosen independently from one and
the same distribution µ, where µ is either a Gaussian distribution in Rd (the Gaussian setting)
or the uniform measure on a compact convex body in Rd, usually assumed to be smooth (the
smooth setting) or a polytope (the polytopal setting). The number of extreme points (or faces of
higher dimension) is a natural statistic to investigate; although the estimates of the expectation
are classical, bounds on the variance were only obtained more recently and with considerably
more effort (see the survey of Reitzner [28, §2.2.4]).

These concentration bounds were used by Goaoc and Welzl [15, Theorem 1.1] to show that the
order type of certain random point sets are concentrated. Their proof applies to the Gaussian,
smooth and polytopal settings, where the variance of the number of extreme points is known,
but they conjecture that the phenomenon is more general [15, Conjecture 1.8]. Interestingly,
their proof only uses a consequence of the concentration bounds: that the number of extreme
points be asymptotically almost surely superconstant. With Theorem 1, we give a simple proof
that this is true in the Gaussian, smooth and polygonal settings.

Realization on grids. A perturbation argument shows that any simple order type can
be realized on a regular grid. Define the resolution of a simple planar order type τ as the
smallest integer N such that τ can be realized by a subset of {1, 2, . . . , N}2. The resolution of
every order type of size n is at most doubly-exponential in n and some order types attain this

2



bound [17, 21]. Of the n(3+o(1))n order types [16], at least n(3+o(1))n have resolution O(n4) [30],
and the proportion of n-point order types with polynomial resolution is unknown.

Fabila-Monroy and Clemens [14] proved that for every ϵ > 0, with high probability, a uniform
sample Un of n points in the unit square can be rounded to a regular grid of step size proportional
to n−3−ϵ without changing its order type. This was generalized to higher dimension by Cardinal
et al. [10] and the planar analysis was also generalized by van der Hoog et al. [32] into a smoothed
analysis. As a consequence, the order type of Un has resolution O(n3+ϵ) with high probability,
and the analysis of [14] can be easily modified to show that with probability 1−o(1), reading the
first (3+o(1)) log n coordinate bits of each point suffices to determine the order type (Theorem 23
in appendix). Our Theorem 2 provides a lower bound with high probability on the number of
bits that need to be read from a random point set to determine its order type, even when each
point can be refined independently.

Imprecise geometric data. We are not aware of other probabilistic lower bounds in the
“pay per input bit” cost model we use in Theorem 2. We note that it relates to the classical
theme in computational geometry of coping with uncertainty in the input geometric data, as
pioneered by ϵ-geometry, e.g. [18, 27, 29], and explored, more recently, by the development of
algorithms for imprecise point sets, e.g. [9, 12, 22, 23].

1.2 Results

As a warm-up, we revisit the problem of counting the number of extreme points in a ran-
dom point set. We say that a sequence of random variables Xn is asymptotically almost surely
(a.a.s.) superconstant if there exists a sequence (en)n∈N such that limn→∞ en = +∞ and

limn→∞ P
(
Xn ≥ en

)
= 1. We give a new proof of the following results.

Theorem 1. Let µ be a Gaussian distribution over Rd or the uniform distribution on a convex
body K in Rd that is smooth with positive curvature or a polytope. A set of n random points
sampled independently from µ has asymptotically almost surely a superconstant number of extreme
points.

Theorem 1 is not novel, as it follows (with sharper bounds) from known bounds on the variance
of the number of vertices in a random polytope [28]. The main advantage of our proof is its
simplicity. We also note that it actually gives the right asymptotic order of magnitude up to
log log factors.

Now, suppose that we want to design an algorithm (in some standard model of computation,
e.g. the word-RAMmodel) that solves some problem an uncertain input point set. The algorithm
is free to refine the Cartesian coordinates of each point independently and the complexity is
measured by the total number of bits read. For the problem of determining all orientations
predicates on the unknown point set (that is, of determining its labeled order type, or chirotope),
a simple greedy algorithm reads on average 4n log n + O(n) bits (see appendix). We prove a
matching lower bound with high probability.

Theorem 2. Let A be any algorithm that, given a set of points in [0, 1]2, determines the orien-
tation of every triple. Let CA(n) denote the number of coordinate bits read by A to treat a set of
n random points sampled independently and uniformly from [0, 1]2.

(i) E
[
CA(n)

]
≥ 4n log n−O(n log log n).
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(ii) For every real ν > 1 there exists a real c > 1 such that, for n large enough enough,

P
(
CA(n) < 4n log n− νn log log n

)
≤ c−n.

2 Background: negative association

Let us clarify some terminology and notation. For any integer k we write [k] = {1, 2, . . . , k}. A
function f : Rk → R is nondecreasing if for every x, y ∈ Rk we have

xi ≤ yi for i = 1, 2, . . . , k ⇒ f(x1, x2, . . . , xk) ≤ f(y1, y2, . . . , yk).

A function f : Rk → R is nonincreasing if −f is nondecreasing. Given a vector X ∈ Rk and a
subset I = {i1, i2, . . . , iℓ} ⊆ [k] with i1 < i2 < . . . < iℓ, we write (Xi : i ∈ I) for the vector
(Xi1 , Xi2 , . . . , Xiℓ).

2.1 Definition

We now recall the negative association as defined by Dubhashi and Ranjan [13]. A vector X =
(X1, . . . , Xk) of real random variables is negatively associated if, for any disjoint sets I, J ⊂ [k] and
any functions f : R|I| → R and g : R|J| → R that are both nonincreasing or both nondecreasing
we have

E
[
f(Xi : i ∈ I)g(Xj : j ∈ J)

]
≤ E

[
f(Xi : i ∈ I)

]
· E
[
g(Xj : j ∈ J)

]
. (1)

Note that if a vector of real random variables is negatively associated, then any permutation of its
coordinates is also negatively associated. We therefore say that a set of real random variables is
negatively associated when the vector formed by one (or any) ordering of these random variables
is negatively associated. Note that if a set of random variables is negatively associated, then so
is any of its subsets. All sets of random variables considered are finite.

Negative association is a weakening of the property of independence.

Claim 3. Any finite set of independent random variables is negatively associated.

Proof. When X1, X2, . . . , Xk are independent, Condition (1) holds with equality for any disjoint
sets I and J and any functions f and g (monotonicity is not even required).

2.2 Easy ways to find negative association

We recall three easy ways provided by Dubhashi and Ranjan [13] to find negative association.
We illustrate each of them on random variables useful to analyze random point sets.

0−1 random variables. A 0−1 random variable is a random variable with values in {0, 1}.
For 0−1 random variables, negative association follows from a very simple dependence.

Claim 4. Let X be a finite set of 0−1 random variables. If
∑

X∈X X is always at most 1, then
X is negatively associated.

Proof. Let R be the random variable defined by R = 1 −
∑

X∈X X. Dubhashi and Ranjan [13,
Lemma 9] proved that any vector of 0−1 random variables that sum to 1 is negatively associated.
This applies to X ∪ {R}, and its subset X is therefore also negatively associated.

Example 5. Here is a geometric illustration. Let µ be some arbitrary probability distribution
over Rd and let C1, C2, . . . , Ck be pairwise disjoint measurable subsets of Rd. Let p be a random
point chosen from µ and let Ai denote the indicator function of p ∈ Ci. Claim 4 ensures that
the set {Ai}1≤i≤k is negatively associated.
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Combining independent sets.

Claim 6 ([13, Proposition 8.1]). Let X and Y be two sets of random variables. If X and Y are
independent and each set is negatively associated, then X ∪ Y is negatively associated.

Example 7. Following up on Example 5, now suppose P = {p1, p2, . . . , pn} is a set of n random
points independently sampled from µ. For 1 ≤ i ≤ n and 1 ≤ j ≤ k, let Ai,j denote the indicator
function of the event that point pi is contained in set Cj. As noted in Example 5, each set
{Ai,j}1≤j≤k is negatively associated for 1 ≤ i ≤ n. Since the points are independent, Claim 6
ensures that the whole set {Ai,j}1≤i≤n,1≤j≤k is negatively associated.

Transforming disjoint subsets of variables.

Claim 8 ([13, Proposition 8.2]). Let X = (X1, X2, . . . , Xk) be a vector of random variables, let
I1, I2, . . . , Iℓ be pairwise disjoint subsets of [k] and for 1 ≤ j ≤ ℓ let Yj = fj(Xi : i ∈ Ij) where
fi : R|Ii| → R. If X is negatively associated and the functions {fj}1≤j≤ℓ are all nondecreasing or
all nonincreasing, then (Y1, Y2, . . . , Yℓ) is negatively associated.

Example 9. Following up on Example 7, now for 1 ≤ j ≤ k let Bj denote the indicator function
of the event that set Cj is nonempty. Note that Bj = maxi∈[n] Ai,j is a nondecreasing function of
{Ai,j}1≤i≤n. Moreover, these sets of random variables are pairwise disjoint and each is negatively
associated. The set {Bj}1≤j≤k is thus negatively associated by Claim 8.

2.3 A Chernoff-Hoeffding bound from negative association

A striking property of negative association is that it can replace the independence assumption
in the Chernoff-Hoeffding inequalities.

Theorem 10. Let X = (X1, . . . , Xk) be a vector of negatively associated, 0−1 random variables.
Let S = X1 +X2 + . . .+Xk. For any reals δ > 0 and 0 < λ < 1,

P
(
S≥(1+δ)E [S]

)
≤
(

eδ

(1+δ)1+δ

)E[S]

and P
(
S≤(1−λ)E [S]

)
≤
(

e−λ

(1−λ)1−λ

)E[S]

.

Example 11. Following up on Example 9, let B = B1 + B2 + . . . + Bk denote the number of
regions hit by the random point set P . Since the variables {Bj}1≤j≤k are negatively associated
0−1 random variables, taking λ = 1

2 , the probability that B is below half its average is at most(√
2
e

)E[B]

≤ 0.86E[B].

For completeness, we provide a proof of the Chernoff-Hoeffding bound for negative association,
as it is only sketched in [13].

Proof of Theorem 10. We follow the proof from the textbook of Motwani and Raghavan [25],

making changes as appropriate. We let pi = P
(
Xi=1

)
= E

[
Xi

]
and m =

∑
1≤i≤k

pi = E
[
S
]
.

Upper bound. Let t > 0 be some real to be chosen later. The conditions S ≥ (1 + δ)E
[
S
]
and

etS ≥ et(1+δ)E[S] are equivalent, and Markov’s inequality yields

P
(
S ≥ (1 + δ)E

[
S
])

= P
(
etS ≥ et(1+δ)E[S]

)
≤

E
[
etS
]

et(1+δ)E[S]
.
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Since the {Xi}1≤i≤k are negatively associated and x 7→ etx is increasing, Equation (1) yields

E
[
etS
]
= E

[
e
∑

i tXi

]
= E

[∏
i

etXi

]
≤
∏
i

E
[
etXi

]
.

Since Xi is a 0−1 random variable, we have

E
[
etXi

]
= (1− pi) + pie

t = 1 + pi(e
t − 1) ≤ epi(e

t−1),

where the last inequality only uses the fact that 1 + u ≤ eu holds for any u ∈ R. Combining
these three steps, we obtain that

P
(
S ≥ (1 + δ)E

[
S
])
≤

k∏
i=1

epi(e
t−1)

et(1+δ)E[S]
=

e(e
t−1)E[S]

et(1+δ)E[S]
= e(e

t−1−(1+δ)t)E[S],

holds for any t > 0. Taking t = ln(1 + δ) yields the announced upper bound.

Lower bound. The proof is similar. For any t > 0 we have

P
(
S ≤ (1− λ)E

[
S
])

= P
(
e−tS ≤ e−t(1−λ)E[S]

)
≤ E

[
e−tS

]
et(1−λ)E[S],

and, again, since the {Xi}1≤i≤k are negatively associated and x 7→ e−tx is decreasing, Equa-
tion (1) yields

E
[
e−tS

]
≤
∏
i

E
[
e−tXi

]
=
∏
i

(1− pi + pie
−t) ≤ e−(1−e−t)E[S].

Hence, for any t > 0 we have P
(
S ≤ (1− λ)E

[
S
])
≤
(
ee

−t−1+t(1−λ)
)E[S]

and taking t =

− ln(1− λ) yields the announced lower bound.

3 Warm-up: superconstant number of extreme points made
easy

Let us now show how Theorem 1 follows from Theorem 10 with little effort.

For P a finite point set in Rd, we let f0(P ) denote its number of extreme points. A cap for a
subset U ⊂ Rd is the intersection of U with a closed halfspace. We say that a set C is a cap for
a measure if C is a cap for the support of that measure.

Proposition 12. Let µ be a probability measure in Rd. Suppose that for n large enough, there
exist k(n) pairwise disjoint caps for µ, each of µ-measure at least m(n). If k(n) = ω(1) and
m(n) ≥ log 3

n , then the number of extreme points among n random points chosen independently

from µ is at least k(n)
3 with probability 1− o(1).

Proof. Let us consider some large enough n. Let k = k(n) and let Cn
1 , C

n
2 , . . . , C

n
k be pairwise

disjoint caps, each of µ-measure at least m(n). Let Pn be a set of n random points chosen
independently from µ. For 1 ≤ j ≤ k, let Bj denote the indicator function that Cn

j ∩ Pn is
nonempty. Let B = B1 +B2 + . . .+Bk and remark that f0(Pn) ≥ B. Indeed, any cap Cn

j that
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contains at least one point of Pn must contain the point of Pn that is extreme in the direction
of the inner normal to the halfspace that cuts out the cap. As the caps Cn

j are pairwise disjoint,
no two of them can contain the same extreme point.

Let us compute E
[
B
]
. Each Bi has the same distribution, governed by

P
(
Bi=1

)
= E

[
Bi

]
= 1− (1− µ(Cn

i ))
n ≥ 1− (1−m(n))n.

Using that (1− x)n ≤ e−nx for any 0 < x < 1, we obtain

E
[
B
]
≥ k(n) (1− (1−m(n))n) ≥ k(n)

(
1− e−nm(n)

)
.

Since m(n) ≥ log 3
n then for n large enough we have E

[
B
]
≥ 2

3k(n).

The set of 0− 1 random variable {Bj}1≤j≤k is negatively associated. This follows from
Claims 4, 6 and 8 as explained in Example 9. We can therefore apply the lower bound of
Theorem 10, with λ = 1

2 , to obtain that, for n large enough

P

(
f0(Pn)≤

k(n)

3

)
≤ P

(
B≤ k(n)

3

)
≤ P

B≤
E
[
B
]

2

 ≤ (√2

e

)E[B]

≤ 0.86E[B].

Since E
[
B
]
≥ 2

3k(n) = ω(1), for n large enough, we have P
(
f0(Pn) ≤ k(n)

3

)
= o(1).

To prove Theorem 1 it remains to construct families of caps and apply Proposition 12. We do
that for each type of measure separately.

3.1 Uniform distribution on a smooth convex body

Given a convex body K ⊂ Rd, we say that K has the rolling balls property if there are two
constants rmin and rmax such that for all point p on the boundary ∂K of K there are two balls
Bp

min and Bp
max, of radii rmin and rmax, tangent in p with Bp

min ⊂ K ⊂ Bp
max (see Figure 1).

In particular a smooth convex body whose curvature is bounded from below and above by two
strictly positive finite constants has the rolling ball property.

Corollary 13. Let µ be the uniform distribution on K, a convex body with the rolling ball
property. There exists a constant C depending on K such that a set of n points i.i.d. from µ has

at least C · n
d−1
d+1 extreme points with probability 1− o(1).

Proof. Given a cap defined as the intersection of a convex U with a halfspaceH+, we let w denote
the largest distance between H and a point of U ∩ H+ and its diameter v to be the diameter

of U ∩ H. If U is a ball, we have w = Θ( v
2

r ), v = Θ(
√
wr) and µ(U ∩ H+) = Θ(wvd−1) =

Θ(r−1vd+1) = Θ(r
d−1
2 w

d+1
2 ) (see Figure 1).

First, we consider (pi)i∈[k] an ϵ-sampling of ∂K, i.e. the balls B ([pi, ϵ]) of radius ϵ and
centered on (pi)i∈[k] are disjoint, and no disjoint ball of radius ϵ can be added. Thus the balls
with the same centers and radius 2ϵ cover ∂K and we can deduce

Vold−1 (∂K) ≤
k∑

i=1

Vold−1 (B ([pi, 2ϵ]) ∩ ∂K) ≤
k∑

i=1

Vold−1 (∂B ([pi, 2ϵ])) ≤ Θ(kϵd−1).
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Hi

K

pi

Bpi

min

Bpi
max

θ

r

w
v

µ(U ∩H+) = Θ(w · vd) = Θ(r−
d−1
2 w

d+1
2 )

v = 2r sin θ = Θ(rθ)
w = r(1− cos θ) = Θ(rθ2)

H

U

Figure 1: Cap of a smooth convex body with the rolling ball property.

Since K is considered of constant size, we have k = Ω(ϵ1−d).

For each pi we can consider Bpi

min, B
pi
max, and Hi the hyperplane parallel to the tangent plane

in pi that cuts B
pi
max in a ball of radius ϵ. Then

µ(K ∩H+
i ) ≥ µ(Bpi

min ∩H+
i ) ≃

(
rmin

rmax

)d−1
2

µ(Bpi
max ∩H+

i ) = Θ

((
rmin

rmax

)d−1
2

r−1
maxϵ

d+1

)
= Θ(ϵd+1)

since rmin and rmax are constants. Choosing ϵ to be Θ(n− 1
d+1 ) with a suitable constant, we get

that the volume of the caps K∩H+
i is larger that log 3

n . Altogether, we can apply Proposition 12

and get that k = Ω(ϵ1−d) = Ω
(
n

d−1
d+1

)
with high probability.

3.2 Gaussian distributions

We now turn our attention to Gaussian distributions in Rd. Since the extreme points are un-
changed under affine transform, we consider the standard normal distribution N (0, Id). The
number of extreme points among n points chosen i.i.d. from N (0, Id) has expectation and vari-

ance Θ
(
log

d−1
2 n

)
[28]. Our lower bound requires little effort and is close to optimal.

Corollary 14. The number of extreme points among n random points chosen independently

from N (0, Id) is Ω
((

logn
log logn

)
d−1
2

)
with probability 1−o(1).

Proof. Let µ = N (0, Id). Let us fix n ≥ d + 1 and let Pn be a set of n random points chosen
independently from µ. The fact that µ is supported on all of Rd makes it impossible to construct
more than two disjoint caps for µ. We handle this by truncating µ so that the law of the
number of extreme points does not change much. Specifically, for any real r > 0, let Br denote
the closed ball of radius r centered at the origin and let Br denote its complement. We let
µr denote the conditioning of µ to lie in Br and we let Qr,n denote a set of n random points
chosen independently from µr. We note that the number of extreme points of Pn conditioned on
Pn ⊆ Br has the same law as the number of extreme points of Qr,n:

∀m ∈ [n], P
(
f0(Pn) = m

∣∣Pn ⊆ Br

)
= P

(
f0(Qr,n) = m

)
.

First, we compute µ(Br). To do so, we make a change of variable to represent a point as t ·u
where t ∈ R+ and u ∈ Sd−1 the unit sphere. The Jacobian of this change of variable is td−1J(u),
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where J does not depend on t, see [5]. We also use the incomplete gamma function given by
Γ(s, x) =

∫∞
x

ts−1etdt. Now,

µ(Br) =

∫
x∈Br

e−
∥x∥2

2 dx∫
x∈B0

e−
∥x∥2

2 dx
=

∫∞
r

∫
u∈Sd−1 e

− t2

2 td−1J(u)dudt∫∞
0

∫
u∈Sd−1 e

− t2

2 td−1J(u)dudt
=

∫∞
r2

2
x

d
2−1e−xdx∫∞

0
x

d
2−1e−xdx

=
Γ(d2 ,

r2

2 )

Γ(d2 )

where we have made the change of variables x = t2

2 . If d is even, let l = d
2−1, otherwise let

l = d
2−

1
2 The incomplete gamma function satisfies the following recurrence relation Γ(s+1, x) =

sΓ(s, x) + xse−x, hence

Γ
(

d
2 ,

r2

2

)
= Γ

(
d
2 − l, r2

2

) l∏
i=1

(
d
2 − i

)
+ e−

r2

2

l∑
i=1

(
r2

2

) d
2−i i−1∏

j=1

(
d
2 − j

)
= Θ

(
e−

r2

2

(
r2

2

) d
2−1
)

since Γ
(
1, r2

2

)
=

∫ ∞

r2

2

e−tdt = e−
r2

2 and Γ
(

1
2 ,

r2

2

)
=
√
2

∫ ∞

r

e−
t2

2 dt = Θ

(
e−

r2

2

r

)
.

We choose r(n) =
√
2 log n+ d log log n+Θ(1) so that µ(Br(n)) =

1
n logn . The size of Br(n)∩

Pn is a sum of independent, 0 − 1 random variables, namely the indicator functions that each
point is in Br(n). That size has average 1

logn and applying Theorem 10 with δ = log n − 1 we
obtain

P
(
Pn ̸⊆ Br(n)

)
= P

(
|Br(n) ∩ Pn| ≥ 1

)
≤
(

elogn−1

(log n)logn

) 1
log n

≤ e

log n
.

Altogether, ∀m ∈ [n], P
(
f0(Pn) ≥ m

)
≥
(
1− e

log n

)
P
(
f0(Qr(n),n) ≥ m

)
, (2)

and it remains to apply Proposition 12 to µr(n).

Now, we proceed by lower bounding the µr-measure of a cap. For any real a > 0 the µ-measure
of the halfspace Ha = {(x1, . . . , xd) ∈ Rd : x1 ≥ a} is given by [20, Ch. 2, Sec. 3]

µ(Ha) =
1√
2π

∫ ∞

a

e−
x2

2 dx ≥
(
1

a
− 1

a3

)
1√
2π

e−
a2

2 .

Then, µr(Ha) ≥ µ(Ha)− µ(Br(n)) ≥
(
1

a
− 1

a3

)
1√
2π

e−
a2

2 − 1

n log(n)
.

Taking a =
√
2 log(n)− log log n− log(25π) and using that for a ≥

√
2 we have ( 1a −

1
a3 ) ≥ 1

2a
we obtain that, for n large enough, µr(n)(Ha) verifies the hypothesis of Proposition 12 :

µr(n)(Ha) ≥ 1

2
√

2 logn−log logn−log(25π)

1√
2π

√
logn

√
25π

n − 1
n logn ≥

5
4n −

1
n logn ≥

log 3
n .

The halfspace H(a) cuts out a cap of angle θ(n)∈ [0, π
2 ] on ∂Br(n):

θ(n) = arccos

(
a

r(n)

)
= arccos

(√
2 log n− log log n− log(25π)√
2 log n+ d log log n+O(1)

)

= arccos

(
1− (d−1) log log n

4 log n
+O

(
1

log n

))
=

√
(d−1) log log n

2 log n
+O

(
1√
log n

)
.
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Consider an inclusion-maximal family of k disjoint caps of angle θ. Let Vd denote the d-
volume of the unit sphere of Rd. The (d−1)-volume of the boundary of Br(n) is dVdr(n)

d−1.

The (d−1)-volume of the boundary of a caps of angle θ is1 smaller than Vd−1 (tan(2θ)r(n))
d−1

.

Doubling the opening angle θ of each caps covers the sphere ∂Br(n), so k ≥
√
πd
(

1
4θ

)d−1
.

Proposition 12 ensures that Qr(n),n has at least 1
3k ≥

√
πd
3

(
(d−1) logn
8 log logn

) d−1
2

+ O(1) extreme

points with probability 1− o(1). Theorem 1 for the case where µ is a Gaussian distribution then
follows from Equation (2).

3.3 The uniform distribution in a polygon

Let T denote the triangle with vertices (0, 0), (0, 1) and (1, 0) and let µT be the uniform distri-

bution on T . For any subset P ⊆ T we write P̂ = P ∪{(1, 0), (0, 1)}. The number of extreme
points among n points chosen i.i.d. from µT has expectation and variance Θ (log n) [28]. Our
lower bound requires little effort and is close to optimal.

Corollary 15. Let Pn be a set of n random points chosen independently from µT . The number

of extreme points in P̂n is Ω
(

logn
log logn

)
with probability 1− o(1).

Proof. Let µ = µT . For 0 < t < 1, let Ft denote the region {(x, y) ∈ R2 | x + y ≤ 1, xy ≥ t
2}.

Let µt denote the uniform distribution on Ft, renormalized so as to be a probability measure.
Let Pn be a set of n random points chosen independently from µ. Let Qt,n be a set of n random
points chosen independently from µt. We note that

∀m ∈ [n], P
(
f0(P̂n) = m

∣∣Pn ⊆ Ft

)
= P

(
f0(Q̂t,n) = m

)
,

For t = t(n) = 2
n log2 n

we have µ(Ft(n)) ≥ 1− 1
n logn . Indeed, c.f. Figure 2,

1− µ (Ft) = 2

 1
2

(√
t

2

)2

+

∫ 1

√
t
2

t

2
xdx

 =
t

2
+ t

(
log 1− log

√
t

2

)

= − t

4
log t+

(
1

2
+

1

2
log 2)

)
t =

1

n log n

(
1
2 +O

(
log logn
logn

))
.

As a consequence, P
(
Pn ⊆ Ft(n)

)
≥ 1− e

logn and

∀m ∈ [n], P
(
f0

(
P̂n

)
≥ m

)
≥
(
1− e

log n

)
P
(
f0

(
Q̂t(n),n

)
≥ m

)
. (3)

So let us place some caps on the arc of hyperbola xy = t(n)
2 bounding Ft(n).

Let us shorten t = t(n). Every point on that hyperbola has coordinates (ta, 1
2 t

1−a) for a ∈ I
where I is the interval solution of ta + 1

2 t
1−a. It can be checked that [0.1, 1.1] ⊂ I when t < 0.2.

The cap that cuts the hyperbola in the points with parameters v and w = v + δ, with δ > 0,
thus contains the triangle these two points span with the point with parameter u = v + δ

2 . The

1the volume of a cap is smaller than the volume of the intersection of the hyperplane tangent to ∂Br(n) at the
center of the cone with the cone of angle 2θ.
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y

x
(x, t

2x )

(√
t
2 ,
√

t
2

)
Ft

(0, 1)

(1, 0)

Figure 2: For the proof of Corollary 15 The area of T \ Ft is twice the red and yellow areas.

area A of this triangle satisfies that

2A = det

(
xv − xu xw − xu

yv − yu yw − yu

)
= (tv − tu)( 12 t

1−w − 1
2 t

1−u)− ( 12 t
1−v − 1

2 t
1−u)(tw − tu)

4A

t
= tv−w − tv−u − tu−w − tw−v + tu−v + tw−u = t−δ − 2t−δ/2 − tδ + 2tδ/2

Note that this area is independent of v. Since δ > 0, we have A ≥ 1
8 t(n)

1−δ when t(n) is small

enough. For δ = 2 log logn+2 log 2+log log 3
logn+2 log logn−log 2 = O

(
log logn
logn

)
we have

A ≥ 1

8
t(n)1−δ≥ 1

8

(
n log2 n

)δ−1
=
log 3

n
.

Since interval I ∋ a has length 1, we can construct 1
δ = Ω

(
logn

log logn

)
disjoint caps for µt(n) each

with measure at least log 3
n , so Proposition 12 ensures that Q̂t,n has at least Ω

(
logn

log logn

)
extreme

points with probability 1− o(1). With Equation (3), this implies the statement.

In Corollary 15, every point of Pn that is extreme in P̂n is extreme in a direction in which the
extreme point of T is (0, 0). This allows to analyze polygons one triangle at a time.

Corollary 16. Let µ be the uniform distribution on a convex polygon K ⊂ R2 and let Pn be
a set of n random points chosen independently from µ. The number of extreme points in Pn is

Ω
(

logn
log logn

)
with probability 1− o(1).

Proof. Let T ′ be the triangle formed by three consecutive vertices κ1, κ2 and κ3 of K. Let
P ′
n = Pn ∩ T ′ and let P̂ ′

n = P ′
n ∪ {κ1, κ3}. Let V denote the set of directions in which the

extreme point of K is κ2. Observe that if Pn ∩ T ′ is nonempty, then the points of Pn extreme in
a direction of V are exactly the points of P ′

n extreme in P̂ ′
n.

Let n′ denote the size of P ′
n. Conditioned on the value of n′, the number of points of P ′

n

extreme in P̂ ′
n is bounded from below by Corollary 15 since nondegenerate affine transforms

preserve extreme points. The average of n′ is µ(T ′)n, and since n′ is a sum of independent

0 − 1 random variables, the Chernoff-Hoeffding bound ensures that it is at least µ(T ′)
2 n with

11



Figure 3: The graph of e−1/x2

is C2 while having unbounded radius of curvature at x = 0.

probability at least 1 − 0.86µ(T
′)n = 1 − o(1). Altogether, P̂ ′

n has Ω
(

logn
log logn

)
extreme points

with probability 1− o(1) and the statement follows.

3.4 More general measures

Corollaries 13 and 16 generalize to probability measures that are not uniform, but have a density
function that takes values in some interval [c1, c2], 0<c1<c2<∞. Does Theorem 2 generalize to
probability distributions uniform on more general convex sets (see e.g. Figure 3)?

Consider a compact, convex body K ⊂ Rd and let µ be the uniform probability distribution
on K. Fix some 0 < t < 1, and let Wt denote the union of all the halfspaces of µ-measure at
most t. The region Kt = K \ Wt is the floating body of K with parameter t. Our proofs of
Corollaries 14 and 15 restrict the measure to a floating body with a parameter that ensures that
Kt has µ-measure at least 1− 1

n logn and, for the polygonal setting, has controlled curvature. This

is naturally inspired by the classical relation between floating bodies and random polytopes(see
e.g [28, §2.2.3]). There are good estimates on the volume of Kt for general K [2], and Kt is
known to be strictly convex and, in general, more regular than K [31], but it seems a more
precise control is required.

Question 17. Are there rmin(t) and rmax(t) such that for every compact convex set K, the
floating body Kt has the rolling balls property with parameters rmin(t) and rmax(t)? What are
these functions?

One could also go in the other direction:

Question 18. Given rmin and rmax, what is the largest real a(rmin, rmax) such that any compact
convex set K contains a convex set K ′ such that K ′ has the rolling balls property with parameters
rmin and rmax and the volume of K ′ is at least a(rmin, rmax) times that of K?

4 Determining planar order types, two bits at a time

Let P = {p1, p2, . . . , pn} be an arbitrary set of n points in the unit square, no three aligned.
Knowing k bits of a coordinate of pi means that this coordinate belongs to an interval of length
2−k. For i ∈ [n], we define L(i) as the smallest k such that at least one horizontal or vertical
segment of length 2−k starting in pi is disjoint from all lines papb with a, b ∈ [n] \ {i} (see
Figure 4-left).

Lemma 19. Any algorithm that determines the orientation of every triple of P must read, for
every i, at least L(i)− 1 bits of each coordinate of pi.

12



2−L(i)

2−(L(i)−1)

pi

2k

2−(L(i)−1)

S
possible positions for pi
pi

papb

pa′pb′

Figure 4: Left: definition of L(i); Right: for the proof of Lemma 19.

Proof. Assume that we know k bits of the x-coordinate of the point pi. The set of possible
positions for pi then contains a horizontal segment S of length 2−k containing pi. In fact, it
would be exactly such a segment if we knew the y-coordinate of pi to infinite precision.

By definition of L(i), the two horizontal segments of length 2−(L(i)−1) starting in pi both
intersect some line papb with a, b ∈ [n] \ {i} (the lines are different for the two segments). If
2−k ≥ 2 ·2−(L(i)−1), then the segment S contains at least one of these horizontal segments, and is
also intersected by some line papb with a, b ∈ [n] \ {i}. Since the possible positions of pi contain
S, this means that the bits read so far from pi do not suffice to determine the orientation of the
triple (pi, pa, pb), even if pa and pb were known to infinite precision.

The rest of this section analyzes the random variable L(·) when P is a uniform sample of the
unit square. The variables L(i) have the same distribution, so we only study one of them.

Lemma 20. ∀ν > 1, ∃c′ > 0 such that P
(
L(1)≤2 log n− ν log log n

)
≤ 2−c′n.

Lemma 20 readily implies the lower bound announced in Theorem 2 on the average number of
bits read by any algorithm that determines all orientations.

Proof of Theorem 2. All n variables L(i) have the same expectation and by Lemma 19, any
algorithm that determines the chirotope of P must read at least a total of 2(

∑
i L(i) − 1).

Statement (ii) follows via a union bound.

For Statement (i), it suffices to determine E
[
L(1)

]
, which rewrites as E

[
L(1)

]
=
∑

k≥0 P
(
L(1) ≥ k

)
.

Note that P
(
L(1) ≥ k

)
decreases with k.

Let us fix some ν > 1. By Lemma 20, there is a constant c′ > 0 such that the first 2 log n−
ν log log n terms are at least 1− 2−c′n. Keeping only these terms, we get

E
[
L(1)

]
≥ (1− 2−c′n) (2 log n− ν log log n) ≥ (1− 2−c′n)2 log n− ν log log n.

For large n, 2−c′n+1log n< log log n so Statement (i) follows by linearity of expectation.

The end of the paper is devoted to the proof of Lemma 20.
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R1

Gs

Rs

G1

↓ℓ → ℓ√
2−1

p
1

g

r

g

r

π
8

p1

h

0.1

v
β

0.2

α= v̂gp1

Rs

Gs−1

θ

Figure 5: Left: Subdivision in cones around p1. Right: For the proof of Lemma 21

4.1 The geometric discretization

Our approach is to look for lines passing close to p1, as such lines are likely to force L(1) to be
large. Formally, let ↑ℓ, ←ℓ, ↓ℓ and →ℓ denote the segments of length ℓ with p1 as, respectively,
lowest, rightmost, highest and leftmost point. To ensure that L(1) ≥ k, it suffices that P \ {p1}
contains two points that define a line intersecting each of these segments for ℓ = 2−k. To analyze
the probability that such pairs of points exist, we discretize the region around p1. We spell out
the analysis for ↓2−k and →2−k , the other two segments being handled similarly.

Let us consider a green disk of center p1 and radius 0.2 and a red annulus with center p1 and
radii 0.3 and 0.4. We choose a diagonal direction (±1,±1) in which the boundary of the unit
square is furthest away from p1; For the rest of the section we assume this direction is (1, 1) but
the other cases are symmetric. We divide the cone of half-angle π/8 around that direction into
s sectors of angle π

4s each. We label G1, G2, . . . Gs (resp. R1, R2, . . . Rs) the intersection of each
of our angular sectors with the green disk minus p1 (resp. the red annulus), in counterclockwise
order (see Figure 5-left).

Lemma 21. If s ≥ 32, for any point g ∈ Gi and r ∈ Ri+1, the line (gr) intersects ↓π
s
.

Proof. The vertical distance h = p1v between p1 and (gr) is maximal when g and r are placed
in the corners of Gs−1 and Rs on circles of radii 0.2 and 0.3 (see Figure 5-right).

Let us relate this maximal distance h to θ = ĝp1r. With the notations of the figure, consid-
ering the triangle vp1g we have β + α + ( 7π8 − θ) = π and deduce θ = β + α − π

8 . The law of
sines in the triangle vp1r and Pythagoras’ theorem give

sinβ =
p1r

vr
sin

7π

8
=

0.3 sin π
8√

(0.3 cos 3π
8 )2 + (0.3 sin 3π

8 + h)2
=

0.3 sin π
8√

0.09 + h2 + 0.6h cos π
8

and sinα = h
p1g

sinβ = h
0.2 sinβ. And θ as a function of h (for θ sufficiently small):

θ = arcsin

(
0.3√

0.09+h2+0.6h cos
π
8

sin π
8

)
+ arcsin

(
0.3√

0.09+h2+0.6h cos
π
8

h
0.2 sin

π
8

)
− π

8 .

This function h 7→ θ(h) verifies θ(h) > h
2 when θ(h) ∈ [0, 0.05]. Since θ is the angle of two

sectors, we have θ = 2 π
4s . For s ≥ 32 we have π

2s < 0.05 and h < π
s .
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Altogether, we can bound L(1) from below by a simple balls-in-bins condition:

Corollary 22. Assume that k ≥ 3 and that s = 2k+2. If there exist i, i′ in [s] such that P
intersects each of the four regions Gi, Ri+1, Gi′ , and Ri′−1, then L(1) ≥ k.

Proof. First, note that if a line (gr) with g ∈ Gi and r ∈ Ri+1 intersects ↓ℓ, then it must also
intersect → ℓ√

2−1
(see Figure 5-left). Now, let g ∈ Gi ∩ P and r ∈ Ri+1 ∩ P . Since s ≥ 32,

Lemma 21 ensures that the line (gr) intersects ↓π
s
. This line also intersects ↓ℓ and →ℓ with

ℓ = π
(
√
2−1)s

. A symmetry with respect to the line of slope 1 through p1 gives the intersection

with the two other segments from the points in Gi′ and Ri′−1. Since π
(
√
2−1)

≤ 8, the existence

of i and i′ ensures that all four horizontal and vertical segments of length 8
s = 2−k+1 starting in

pi are intersected by some lines spanned by P \ {p1}, so L(1) > k − 1.

The existence of i with P ∩Gi ̸= ∅ and P ∩Ri ̸= ∅ is a bichromatic birthday problem.

4.2 The probabilistic analysis

We now analyze the probability that a random point set satisfies the conditions of Corollary 22.

The random variables. Let O denote the event that there exist a, b in [s] such that each

of Ga, Ra+1, Gb, Rb−1 is hit by P . To analyze P
(
O
)
we introduce for i ∈ [s] and j ∈ [n − 1],

the random variables

Ai,j = 1pj+1∈Gi Bi = maxj∈[n−1] Ai,j B =
∑

i∈[s] Bi

A′
i,j = 1pj+1∈Ri B′

i = maxj∈[n−1] A
′
i,j B′ =

∑
i∈[s] B

′
i

(Note that, for a better bookkeeping, we index the events associated with pj by j − 1 because
p1 is already chosen.) In plain English, Bi is the indicator variable that Gi is non-empty, and B
counts the number of non-empty regions Gi. The B

′
i and B′ variables do the same for the regions

Ri. The definition of the regions ensures that each is fully contained in the unit square, that all
Gi have the same area, and that all Ri have the same area. So all the {Ai,j}i,j are identically
distributed, and so are the {A′

i,j}i,j , the {Bi}i, and the {B′
i}i.

Concentration from negative association. The set of 0−1 random variable {Bi}1≤i<n

is negatively associated, and so is {B′
i}1≤i<n. This follows from Claims 4, 6 and 8 as explained

in Example 9. We can therefore apply the lower bound of Theorem 10, with λ = 1
2 , to obtain

that

P

B ≤
E
[
B
]

2

 ≤ 0.86E[B] and similarly P

B′ ≤
E
[
B′
]

2

 ≤ 0.86E[B′].

Let G denote the event G = {B ≥ E
[
B
]
/2 and B′ ≥ E

[
B′
]
/2}. A union bound yields

P
(
G
)
≥ 1−

(
0.86

E

[
B

]
+ 0.86

E

[
B′

])

15



Estimating E
[
B
]
and E

[
B′
]
. Each Gi has area c1/s, and each Ri has area c2/s with

c1 = π
200 and c2 = 7π

800 . Thus, Ai,j and A′
i,j are 0−1 random variables, taking value 1 with

probability, respectively, c1/s and c2/s. For fixed i, the {Ai,j}j∈[n−1] are independent. Choosing

s = n2

logν n , we have

E
[
Bi

]
= P

(
Bi = 1

)
= 1−

(
1− c1

s

)n−1

≥ 1− e−c1
n−1
s ≥ c1

n− 1

s
− 1

2

(
c1

n− 1

s

)2

= c1
n

s
− 1

2

(
c1

n− 1

s

)2

− c1
s

= c1
logν n

n
−O

(
log2ν n

n2

)
.

the first and second inequalities coming, respectively, from the facts that for every t ≥ 0 we have

1− t ≤ e−t and for every t ∈ [0, 1] we have 1− e−t ≥ t− t2

2 . Then, we plugged in s = n2

logν n . The

same computation gives E
[
B′

i

]
≥ c2

logν n
n −O

(
log2ν n

n2

)
. Since the Bi are identically distributed,

and so are the B′
i, we have

E
[
B
]
= sE

[
Bi

]
≥ c1n−O (logν n) and E

[
B′
]
= sE

[
B′

i

]
≥ c2n−O (logν n) .

The bichromatic birthday conditioned on the values of B and B′. For two integers

γ and ρ let us consider the event Gγ,ρ = {B = γ,B′ = ρ} and define f(γ, ρ) = P
(
O|Gγ,ρ

)
. The

function f(γ, ρ) is increasing in both variables (the more occupied regions there are, the more
likely it is that the collisions we desire occur). Assume the γ occupied green regions have been
chosen. Let T+ (resp. T−) denote the set of red regions in sectors following counterclockwise
(resp. clockwise) the sectors whose green regions have been chosen. Since the green regions in
the boundary angular sectors may be among those chosen, we have γ − 1 ≤ |T+|, |T−| ≤ γ. We
now pick the ρ red regions to be occupied. Let E+ (resp. E−) denote the event that a region of
T+ (resp. T−) has been chosen among the ρ red regions. Pretend, for the sake of the analysis,
that we choose the red regions one by one. If none of the first i regions chosen is in T+, then next
one has to be picked from the s− i unpicked regions, at least γ − 1 of which are in T+. Thus,

1− P
(
E+

)
≤

ρ−1∏
i=0

(
1− γ − 1

s− i

)
=

(s− γ + 1)(s− γ) . . . (s− γ − ρ+ 2)

s(s− 1) . . . (s− ρ+ 1)

=
(s− ρ)!(s− γ + 1)!

s!(s− γ − ρ+ 1)!

Using a symmetric argument for T− and applying a union bound, we get

1− f(γ, ρ) ≤ 2
(s− ρ)!(s− γ + 1)!

s!(s− γ − ρ+ 1)!
.

Since log(N !)≤N log(N) and for γ=
⌈

E[B]
2

⌉
and ρ=

⌈
E[B′]

2

⌉
, both γ and ρ are Θ(n)=o(s),
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log(1− f(γ, ρ))≤s log (s− ρ)(s− γ + 1)

s(s− γ − ρ+ 1)
− ρ log

s− ρ

s− γ − ρ+ 1

− γ log
s− γ + 1

s− γ − ρ+ 1
+ log

s− γ + 1

s− γ − ρ+ 1
+ log 2

= s log

(
1 +

ρ(γ − 1)

s(s− γ − ρ+ 1)

)
− ρ log

(
1 +

γ − 1

s− γ − ρ+ 1

)
− γ log

(
1 +

ρ

s− γ − ρ+ 1

)
+O (log s) .

Now in the regime we are looking at, we have γ = c1n/2 − O (logν n), ρ = c2n/2 − O (logν n),

and s = n2

logν n . Taking first order Taylor expansions, our bound rewrites as

log(1− f(γ, ρ))≤− ργ

s− γ − ρ+ 1
+O(log s) = −c1c2

4
logν n+O (log n)

provided we have ν > 1. Hence, f(γ, ρ) ≥ 1 − exp(Θ(logν n)). Since f(γ, ρ) is increasing, the

bound apply to any γ ≥
⌈

E[B]
2

⌉
and ρ ≥

⌈
E[B′]

2

⌉
, and we get that P

(
O|G

)
is exponentially

close to 1. Since P
(
G
)
is also exponentially close to 1, we finally get that our event O holds

with probability exponentially close to 1. With Corollary 22, this proves Lemma 20.
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The following section does not rely on negative association and is thus given in appendix, we
provide it because it is necessary to prove that the lower bound of Theorem 2 matches the upper
bound.

A Upper bound for order types

Theorem 2 proposes a lower bound of roughly 4n log2 n on the number of bits that must be read
to determine the order type.

We propose below (Theorem 24) an algorithm that matches this lower bound and read a
different number of bits for each point. We also recall the result of Fabila-Monroy and Huemer [14,
Thm 1] (Theorem 23) that says that if we want to read the same number of bits for each point,
then you must read roughly 6 log2 n bits per point.

Let Gm the subdivision of the unit square [0, 1]× [0, 1] in a grid whose cells are[
(i− 1)

1

m
, i

1

m

]
×
[
(j − 1)

1

m
, j

1

m

]
fori, j ∈ [n].
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For a point p ∈ [0.1]2 reading k bits of each coordinates of p means identifying the grid cell in
G2k containing it.

Theorem 23 ([14]). Let ϵ > 0, let Pn be a set of random cells i.i.d. in G2k k = (3 + ϵ) log2 n.
Then, there is no line that stabs three cells in Pn with probability that tends to 1 as n tends to
infinity.

The presentation in Fabila-Monroy and Huemer is different, but the proof of their Theorem 1,
can be easily modified to prove the statement above.

Theorem 24. Let Pn be a set of random points i.i.d. in [0, 1]2. The algorithm below determines
the order type of Pn by reading on average 4n log2 n+O(n) coordinate bits.

Greedy algorithm. Given a point set P . The algorithm that we propose refines greedily
the coordinates of a point involved in a triangle with undetermined orientation, until the chirotope
can be determined. We start with no bit read, so we only know that all points are in the unit
square. At every step, we select one point and read one more bit for both of its coordinates. So,
at every step of the algorithm, we divide by two the size of the cell known to contain a point.
The selection is done greedily as follows:

Find three pairwise distinct indices a, b, c such that the cells known to contain pa, pb,
pc can be intersected by a line, and select one among these points whose cell as the
greater size.

We break ties arbitrarily, so this is perhaps a method rather than an algorithm. By definition,
when the algorithm stops, the chirotope of P can be determined from the precision at which
every point is known. The algorithm does not stop if P contains three aligned points.

The end of this section is devoted to the proof of Theorem 24.

Let P = {p1, p2, . . . pn}. For i ∈ [n], we define U(i) as the smallest k such that for any
a, b ∈ [n] \ {i}, there does not exist a line that intersects the cells in G2k that contain pa, pb, and
pi. If pi is aligned with some two other points of P , we let U(i) =∞. The following implies that
our greedy algorithm terminates if P has no aligned triple.

Lemma 25. In the greedy algorithm above, independently of how ties are resolved, for every
i ∈ [n], at most U(i) bits are read from each coordinate of pi.

Proof. Assume that at some point in the algorithm, we read the kth bit of both coordinates of
point pi. To read these bits, our selection method requires that there exist a, b ∈ [n] \ {i} such
that (1) in {pa, pb, pi}, pi is one of the points known at coarsest resolution, and (2) there exists
a line intersecting the cells known to contain pa, pb, and pi. Condition (1) ensures that for each
of {pa, pb, pi}, the cell known to contain the point is contained in a cell of G2k−1 . Condition (2)
ensures that these cells in G2k−1 can be intersected by a line. Thus, k − 1 < U(i).

Butterflies

Given two points p, q ∈ [0, 1]2, we first let B be the union of all lines intersecting the cells of Gm

containing p and q; we then define Bm(p, q) as the intersection of

[0, 1]2 with the Minkowski sum of B with a disk of radius
√
2

m . We call Bm(p, q) the butterfly of p
and q (at resolution m, see Figure 6-left). Note that the butterfly Bm(p, q) contains all the cells
intersecting B. Hence, if there exists a line intersecting the cells of p, q and r, then r ∈ Bm(p, q).
The following lemma bounds the area of Bm(p, q) by O( 1

mδ(p,q) ).
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m Tm(p, q)

Sm(p, q)
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δ(p,q)
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uδ(p,q)2

vδ(p,q)2

Figure 6: Buterfly, Definition and decomposition.
Right: The grid cells containing two of the points (in orange), the union of lines through them
(in green), and the cells intersecting such a line (in red).
Left: Decomposition in a strip and four triangles.

Lemma 26. The area of Bm(p, q) is at most 6
m + 4

mδ(p,q) where δ(p, q) is the distance between

the centers of the cells of p and q.

Proof. This lemma is similar to Lemma 3 in Fabila-Monroy and Huemer paper [14], although
their analogous of butterfly have different definition. Note that the bound holds trivially if p and
q are in the same cell (δ(p, q) = 0) or in adjacent cells (δ(p, q) = 1/m). Otherwise, the butterfly
Bm(p, q) consists of two parts: a strip Sm(p, q) and the union Tm(p, q) of four triangles (shaded
in, respectively, green and blue in Figure 6-right). We have

Area (Sm(p, q)) ≤

(
3

√
2

m

)
·
√
2 =

6

m
.

The four triangles come in two pairs of homothetic triangles, intersected with [0, 1]2. Each
homothetic pair consists of images under scaling of a triangle whose basis is the half diagonal

of a cell of length
√
2

2m and whose height h is at least δ(p,q)

2
√
2

(the two kinds of triangles have blue

and red boundaries in the Figure 6-right). Letting u and v denote the scaling factors, the areas

of the two homothetic triangles sum to 1
2 (u

2 + v2)h
√
2

2m . Since the scalings turn the height of the

reference triangles to two lengths that sum to2 at most
√
2, we have (u+v)h ≤

√
2. This implies

that u2+v2 ≤
(√

2
h

)2
and one pair of homothetic triangles contributes at most 1

2
2
h2h

√
2

2m =
√
2

2hm ≤
2

mδ(p,q) . Altogether, Area (Tm(p, q)) ≤ 4
mδ(p,q) . Finally Area (Bm(p, q)) ≤ 6

m + 4
mδ(p,q) .

Distribution of U(1)

We now analyze the distribution function of the random variable U(1). Recall that the random-
ness here refers to the choice of the random points p1, p2, . . . pn, which are taken independently
and uniformly in [0, 1]2.

2The heights are smaller than the sides and the sides are inside the square [0, 1]2 and have disjoint projection
on the line (pq).
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Lemma 27. P
(
U(1) > k

)
≤ 57n22−k.

Proof. This lemma is similar to Lemma 4 in Fabila-Monroy and Huemer paper [14]. In our
setting, we have:

P
(
U(1) > k

)
≤ P

(
∃i, j ∈

(
[n] \ {1}

2

)
: pj ∈ B2k(p1, pi)

)
≤ (n− 1)P

(
∃j ∈ [n] \ {1, 2} : pj ∈ B2k(p1, p2)

)
≤ (n− 1)E

[
1− (1−Area (B2k(p1, p2)))

n−2
]
.

The geometry of B2k(p1, p2) depends on the distance between the centers of the cells that contain
p1 and p2. We therefore condition on the cell containing p1, then sum the contributions of the
cell containing p2 by distance to the cell containing p1. Accounting for boundary effects, for any
1 ≤ t ≤ 2k there are at most 8t cells whose center lies at a distance between t2−k and (t+1)2−k

from a given cell. We thus have (using Lemma 26)

E
[
1− (1−Area

(
B2k(p1, p2)

)n−2
]

=
∑

c∈ cells of G
2k

P
(
p2 ∈ c

)
· E
[
1− (1−Area

(
B2k(p1, p2)

)n−2 | p2 ∈ c
]

≤ 1

(2k)2

2k∑
t=1

8t

(
1−

(
1−

(
6

2k
+

4

2k · (t2−k)

))n−2
)
.

Using (1− x)n−2 ≥ 1− (n− 2)x we get

E
[
1− (1−Area

(
B2k(p1, p2)

)n−2
]
≤ (n− 2)2−2k

2k∑
t=1

8t

(
6 · 2−k +

4

t

)

≤ n2−2k

 2k∑
t=1

48t2−k

+ n2−2k2k32

≤ 24n2−k(1 + 2−k) + 32n2−k.

The statement trivially bounds a probability by something greater than 1 for k ≤ 5. For k ≥ 6,
the final term is at most 57n2−k.

Lemma 28. E
[
U(1)

]
≤ 2 log2 n+ 8

Proof. By definition we have

E
[
U(1)

]
=

∞∑
k=1

kP
(
U(1) = k

)
=

∞∑
k=0

P
(
U(1) > k

)
.

For the first 2 log2 n+ 6 terms, we use the trivial upper bound of 1 and for the remaining terms
we use the upper bound of Lemma 27:

E
[
U(1)

]
≤ (2 log2 n+ 6) + 57n2

∞∑
k≥6+2 log2 n

2−k = (2 log2 n+ 6) + 57n2 · 2−5−2 log2 n.

Altogether it comes that E
[
U(1)

]
≤ 2 log2 n+ 8.
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We can now prove that our greedy algorithm for deciding the chirotope of P reads on average
at most 4n log2 n+O(n) coordinate bits.

Proof of Theorem 24. By Lemma 25, our greedy algorithm reads at most U(a) bits from each
coordinate of point pa. Thus, using Lemma 28, the average number of bits used by our algorithm
is at most:

2E

[
n∑

i=1

U(i)

]
= 2

n∑
i=1

E
[
U(i)

]
= 2nE

[
U(1)

]
≤ 4n log2 n+ 16n.

We can also prove Theorem 23:

Proof of Theorem 23. By Lemma 27, P
(
U(1) (3 + ϵ) log2 n

)
≤ 57n2n−3−ϵ ≤ n−1−ϵ. Thus by

union bound, the probability that one point needs to read more than (3 + ϵ) log2 n is

P
(
∃i ∈ [n] : U(i) (3 + ϵ) log2 n

)
≤ 57n−ϵ.
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