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Abstract. Functional magnetic resonance imaging(fMRI)can be used to map pat-

terns of brain activity and understand how information is expressed in the human 

brain. Using fMRI data to analyses the relationship between visual cortex and 

language semantic representation is of significance for building a new deep learn-

ing model. The cognition of visual semantic concept refers to the behavior that 

people can distinguish and classify the semantic concept of visual information 

they see. Many previous research literatures have revealed semantically active 

brain regions, but lack of modeling the relationship between visual information 

and language semantic concept in human brain, which is very important to un-

derstand the brain mechanism of concept learning. In this paper,  we propose a 

Semantic Concept Cognitive Network(S-ConceptNet)model of brain cortical 

signals based on fMRI, The model organizes visual and linguistic semantic in-

formation into a unified representation framework, which can effectively anal-

yses the generation process of semantic concept,  and realize the function of se-

mantic concept cognition. Based on S-ConceptNet, we also use the Dual-learning 

model to reconstruct the brain signal, judge the corresponding concept category 

through the S-ConceptNet, compare the reconstructed image with the image of 

this category. And finally output semantic information corresponding to the brain 

signal through similarity. We verify the effect of the model and conduct compar-

ative experiments, and the experimental results are better than previous work, 

and prove the effectiveness of the model proposed in this paper. 

 

Keywords: Brain-inspired computing, Semantic perception, fMRI, Semantic 

Concept Cognitive Network, Dual-learning 

1 Introduction 

In recent years, the research of artificial intelligence has made great progress, but the 

current artificial intelligence system is still far from the function of the human brain 

[1]. More and more researchers realize that only by fully understanding the brain can 
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machines be able to think, reason and learn flexibly and quickly [2]. In order to achieve 

this goal, in recent years, more and more scientists have invested in artificial intelli-

gence research based on neuroscience (especially the research of brain cognitive mech-

anism and the modeling of brain function), and constructed new artificial intelligence 

from cognitive processes [3]. AI algorithm framework. The analysis of fMRI brain sig-

nals under visual stimuli is a research hotspot in this field [4]. 

In past, a series of studies have been carried out on fMRI visual brain signals under 

semantic stimuli using various methods. Initially, people used statistical methods and 

simple linear models to model fMRI brain signals, and used Bayesian inference [5, 6] 

to analyze the data. In recent years, deep neural networks (DNNs)[7], VAEs [8], 

DCCAE [9], semantic attractor networks [10] and other methods [11, 12] have been 

used to study this issue. In the research on how the brain comprehends semantic textual 

information, in the past ten years, most researches have focused on the study of "brain 

signals under single semantic stimulation", or the cognitive process of semantic brain 

signals in English. However, there is a lack of relevant research and analysis on the 

cognitive neural basis of Chinese semantic processing and the understanding of seman-

tic concepts, especially the understanding of semantic concepts under visual conditions. 

The current research on visual cognition and semantic understanding of the brain 

includes primary visual cortex and higher visual cortex (HVC), left inferior frontal gy-

rus (IFG), medial prefrontal cortex (mPFC) [13, 14, 15], The information of these brain 

regions can reveal the internal information flow of the brain in the process of semantic 

cognition, which can help interpret the operation principle of the human brain [16, 17]. 

Our team has been committed to exploring brain signal related research. The moti-

vation of our research is that the understanding and classification of semantics is very 

important in the research of artificial intelligence, which can help machines to reason 

and understand the world more intuitively, rather than the mechanized and poorly gen-

eralized classification generated after a lot of training. model (like some visual recog-

nition tasks), such human brain research and corresponding model building is mean-

ingful for the further development of artificial intelligence. 

Previously, we proposed related models such as the brain signal analysis model 

based on voxel correlation. On the basis of previous work, we consider how to introduce 

the understanding of semantic concept information in the visual cognitive process of 

the brain based on the correlation analysis model, so as to improve the understanding 

of the brain and information reconstruction. 

The Semantic Concept Cognitive Network model (S-ConceptNet) proposed in this 

paper uses the powerful function of recurrent neural network to fit the cognitive func-

tion of the brain to classify concepts and semantic feature values in our cognitive ex-

periments. The cognitive function of semantic concepts is then based on the S-Concept-

Net model, this paper establishes the image reconstruction and concept classification 

model of brain signal, so as to verify the validity of the model. 

 

2 An End-to-End Dual-Learning Method 

Brain decoding based on fMRI brain signals usually requires the acquisition of a 

large number of pairs of (Image, fMRI) data. However, in many studies, it is difficult 
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to obtain a large number of pairs of data, and limited data has many limitations in the 

training process of the model [18]. 

In recent related research, some scholars have proposed a new idea of Dual-Learning 

to solve related problems. It can overcome the inherent lack of training data by intro-

ducing self-supervision using unlabeled data. The Dual-learning trains two types of 

networks: Encoder, which encodes the Image to the corresponding fMRI data; Decoder, 

which decodes the fMRI to the corresponding Image data. Cascading the two networks 

forward, The En-De network produces a model whose input and output are the same 

Image, which enables unsupervised training on a large number of images recorded with 

brainless signals. Then, concatenating the two networks in reverse, De-En, can produce 

a model whose input and output are fMRI signals and have the same weights as the 

previously trained network. The encoding and decoding models represent the original 

bidirectional dual pair and form a closed loop, allowing the application of bidirectional 

learning and unsupervised training on fMRI data [19, 20, 21].  

But with further research, we believe that the previous work could be improved: 

First, the bidirectional learning model does not have sufficient application of labeled 

data pairs, and only uses a large number of unpaired fMRI and image data to train the 

encoding and decoding process. There is room for improvement in data application and 

loss function definition.  

Second, the image restoration model constructed by Dual-Learning only stays on the 

statistical features of voxel data without further analysis of the internal relationship of 

voxel information. It is essentially a pixel-based image processing method, which can-

not be effectively used. To understand semantic information and classify concepts, The 

fit to the brain's processing of semantic conceptual information can be improved. 

 

3 Semantic Concept Cognitive Network 

One of the most important challenges in semantic concept cognition is how to describe 

the correspondence between semantic concepts and acquired fMRI data. To character-

ize hidden associations between two different forms of data, we propose a cross-modal 

ranking loss for semantic stimulation and reconstructed brain signals. The correspond-

ing schematic ordering in semantic concept stimulus classification is shown in Fig.1. 

 

Fig. 1. Ranking Loss in Semantic Concept Understanding 
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In accomplishing such a ranking loss, we consider an LSTM network for fMRI feature 

ranking: a common LSTM unit is composed of a cell, an input gate, an output gate and 

a forget gate. The cell remembers values over arbitrary time intervals and the three 

gates regulate the flow of information into and out of the cell. 

 

Fig. 2. The framework of Semantic Concept Cognitive Network. 

The main components of the semantic concept cognitive model constructed in this pa-

per are shown in the Fig.2. We respectively construct a network that extracts eigenval-

ues from the stimulus image and from the fMRI brain signal for the construction of the 

semantic concept cognitive model. 

Starting from the stimulus image, we characterize the feature values of the semantic 

concept image through the corresponding encoder deep network, and map it into the 

image latent space 𝑧𝑖. The LSTM network is used to extract the latent eigenvalues of 

brain signals and map them into the fMRI latent space 𝑧𝑓. 

Here, we denote(𝑋𝑡
∗, 𝑌𝑡

∗)as the semantic image and fMRI brain signal at time point t 

generated by the stimulus image encoder. We further use(𝑋𝑡
∗′, 𝑌𝑡

∗′)to denote non-corre-

sponding samples, where 𝑋𝑡
∗′

denotes stimulus images independent of  𝑌𝑡
∗′

, and  𝑌𝑡
∗′

 in-

dicates brain activity not induced by 𝑋𝑡
∗′

. Our model ensures that fMRI combinations 

with high correlations are in the front and those with low correlations are in the tail. 

Specifically, for the semantic information of the same concept, it will be given the high-

est ranking, for a pair of the same concept but not the correct category, it will be set as 

medium, and for the wrong concept identification, it will be classified as an irrelevant 

sample, and given The lowest weight for this sample. We give the ranking loss as fol-

lows: 

𝐿𝐿𝑜𝑠𝑠 = 𝜆𝑊𝐿𝑊 =
1

𝑇
∑ 𝐿𝑊𝑖𝑔ℎ𝑡(𝑋𝑡

∗, 𝑌𝑡
∗)

𝑇

𝑡=1

 (1) 

Among them, the ranking loss 𝐿𝑊𝑖𝑔ℎ𝑡(𝑋𝑡
∗, 𝑌𝑡

∗) of a single paired sample is defined as: 
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𝐿𝑊𝑖𝑔ℎ𝑡 = ∑[𝛾 − 𝜏(𝑋𝑡
∗, 𝑌𝑡

∗) + 𝜏(𝑋𝑡
∗′, 𝑌𝑡

∗)]
+

𝑋𝑡
∗′

+ ∑[𝛾 − 𝜏(𝑋𝑡
∗, 𝑌𝑡

∗) + 𝜏(𝑋𝑡
∗, 𝑌𝑡

∗′)]+

𝑌𝑡
∗′

(2)
 

In the formula, γ is the margin, 𝜏(𝑋𝑡
∗, 𝑌𝑡

∗) = −‖(max(0, 𝑋𝑡
∗ − 𝑌𝑡

∗))‖2 is used to meas-

ure the stimulus image and evoked brain Order violation penalties for similarity be-

tween activities. Also, [𝑥]+ means max (𝑥, 0) 

𝜆𝑊 is a hyperparameter that balances the influence of the loss function on the overall 

model. 

In the network eigenvalue matching training, using the eigenvalue correlation ranking 

mentioned above, the latent space of the two types of data is mapped into a common 

space through the sorting loss 𝐿𝑊, and the corresponding eigenvalues of different con-

cepts are carried out. The weights are sorted so that the final trained network can form 

a corresponding pairing relationship between the semantic images of the same concep-

tual category and the fMRI brain signals. 

In the process of model application, in the testing phase, we input the fMRI brain sig-

nals collected by the experiment, the model will label different concept categories, and 

identify the concept category to which the input brain signal belongs, and our semantic 

concept category represented by the brain signal, which helps us further understand 

semantic information. 

The algorithm of Semantic Concept Cognitive Network is shown in Algorithm.1. 

Algorithm 1   Semantic Concept Model  

Require:  

Semantic images and fMRI brain signals at n time points t generated by the stimulus 

image encoder(𝑋𝑡
∗, 𝑌𝑡

∗) = {(𝑋1
∗, 𝑌1

∗), (𝑋2
∗, 𝑌2

∗), ⋯ , (𝑋𝑛
∗ , 𝑌𝑛

∗)}, m non-corresponding sam-

ples(𝑋𝑡
∗′, 𝑌𝑡

∗′) = {(𝑋1
∗′, 𝑌1

∗′), (𝑋2
∗′, 𝑌2

∗′), ⋯ , (𝑋𝑚
∗ ′, 𝑌𝑚

∗ ′)}, where 𝑋𝑡
∗′

represents stimulus im-

ages independent of 𝑌𝑡
∗′

, while 𝑌𝑡
∗′

represents brain activity not evoked by 𝑋𝑡
∗′

 

Ensure: 

min 𝐿𝑙𝑜𝑠𝑠 ; The best sorting result 

1: First, The governing equations of LSTM are defined as follows: 

2:      𝑖𝑡 = 𝜎(𝑦𝑡 + 𝑈𝑖ℎ𝑡−1
+ 𝑏𝑖) 

3:      𝑓𝑡 = 𝜎(𝑦𝑡 + 𝑈𝑓ℎ𝑡−1
+ 𝑏𝑓) 

4:      𝑐𝑡̃ = tanh(𝑊𝑐𝑦𝑡 + 𝑈𝑐ℎ𝑡−1
+ 𝑏𝑐) 

5:      𝑐𝑡 = 𝑖𝑡 ∗ 𝑐𝑡̃ + 𝑓𝑡 ∗ 𝑐𝑡−1 

6:      𝑜𝑡 = 𝜎(𝑊𝑜𝑦𝑡 + 𝑈𝑜ℎ𝑡−1
+ 𝑏𝑜) 

7:      ℎ
𝑡

= 𝑜𝑡 ∗ tanh(𝑐𝑡) 

8: for 𝑥 = 1 to 𝑛  do 

9:    for 𝑦 = 1 to 𝑚 do 

10:      𝐿𝑊𝑖𝑔ℎ𝑡 = ∑ [𝛾 − 𝜏(𝑋𝑡
∗, 𝑌𝑡

∗) + 𝜏(𝑋𝑡
∗′, 𝑌𝑡

∗)]𝑋𝑡
∗′

+
+ 

11:      ∑ [𝛾 − 𝜏(𝑋𝑡
∗, 𝑌𝑡

∗) + 𝜏(𝑋𝑡
∗, 𝑌𝑡

∗′)]𝑌𝑡
∗′

+
 

12:     𝜏(𝑋𝑡
∗, 𝑌𝑡

∗) = −‖(max(0, 𝑋𝑡
∗ − 𝑌𝑡

∗))‖2 

13:      𝐿𝑙𝑜𝑠𝑠 = 𝜆𝑊𝐿𝑊 

14:       update 𝐿𝑊𝑖𝑔ℎ𝑡 

15:    end for 
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16:     𝐿𝑊 = 1

𝑇
∑ 𝐿𝑊𝑖𝑔ℎ𝑡(𝑋𝑡

∗, 𝑌𝑡
∗)𝑇

𝑡=1  

17:    update 𝑐𝑡 , ℎ
𝑡
 

18: end for 

 

4 Brain Signal Semantic Understanding Model 

The model constructed in this paper is shown in the following figure.3. 

 

Fig. 3. The framework of Brain Signal Semantic Understanding. 

4.1 Improved Dual-Learning Model 

We optimize the bidirectional learning model in the algorithm model, and defines a 

total of four loss functions to optimize the performance of decoding training. 

First, the 𝐿𝐸  loss function between the predicted fMRI1
∗ data encoded by the real Im-

age and the real brain signal fMRI data to optimize the Decoder; the second is the real 

brain signal. The 𝐿𝐷 loss function between the predicted Image2
∗  decoded by fMRI and 

the real Image optimizes the Decoder. The labeled (Image, fMRI) training set is needed 

in the calculation and training process of these two loss functions. 

Secondly, the Decoder is optimized by applying the 𝐿𝐷𝐸 loss function between the 

real Image and the predicted image Image1
∗  obtained by encoding and decoding it; Ap-

plying the real brain signal fMRI data and decoding and encoding it the 𝐿𝐷𝐸  loss func-

tion between fMRI2
∗ data optimizes the Decoder. This method is the Dual-learning. 

And we also introduced the self-attention mechanism module in the transformer to 

the model for further screening of voxels to enhance effective brain signals. 

Encoder and decoder are trained as follows: 
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We first perform supervised training of the encoder to allow it to converge in the 

first stage, and then provide guidance for the unstable decoding task, thereby perform-

ing encoder supervised training: 

Let 𝑓̂ = 𝐸(𝑖)denote the fMRI response encoded by the Encoder from image 𝑖 ,we 

define the functional fMRI loss as the mean squared error and cosine near-convex com-

bination relative to the real fMRI data 𝑓, the loss is defined as: 

𝐿𝑓(𝑓, 𝑓) = 𝜌‖𝑓 − 𝑓‖
2

− (1 − 𝜌) cos(∠(𝑓, 𝑓)) (3) 

𝜌 is the empirical hyperparameter, and this loss is used to train the Encoder. 

After the encoder training is completed, the encoder is fixed for decoder training. 

The training loss of the decoder in this paper includes four main losses: 

𝐿𝑀𝑜𝑑𝑒𝑙 = 𝐿𝐷 + 𝐿𝐸 + 𝐿𝐸𝐷 + 𝐿𝐷𝐸 (4) 

𝐿𝐷: Decoder supervised training Given a (fMRI, Image) training pair (𝑓, 𝑖), a super-

vised loss 𝐿𝐷 is applied to the decoded image, 𝑖̂  =  𝐷 (𝑓) , and the image reconstruc-

tion target 𝐿𝑖 is defined by: 

𝐿𝐷 = 𝐿𝑖(𝑖̂, 𝑖) (5) 

𝐿𝑖  includes the loss of image color loss 𝐿𝐶𝑜𝑙𝑜𝑟  and its features 𝐿𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠  .We use 

𝜔(𝑖)  to express the features of image 𝑖 ,and choose 𝜔 as a pretrained feature extractor, 

the image loss î of the reconstructed image is: 
𝐿𝑖(𝑖,̂ 𝑖) = 𝐿𝐶𝑜𝑙𝑜𝑟(𝑖̂, 𝑖) + 𝐿𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝑠̂, 𝑠) + 𝑀(𝑠̂) (6) 

𝐿𝐶𝑜𝑙𝑜𝑟(𝑖̂, 𝑖) ∝ ‖𝑖̂ − 𝑖‖1, 𝐿𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝑖̂, 𝑖) ∝ ‖𝜔(𝑖̂) − 𝜔(𝑖)‖2, 𝑀(𝑠̂) ∝ 𝑆𝑆𝐼𝑀 (7) 

𝐿𝐸 : Encoder supervised training as shown, given a (Image, fMRI) training pair (𝑓, 𝑖), 

apply a supervised loss 𝐿𝐸 , 𝑓  =  𝐸 (𝑖) to the encoded fMRI, and pass the fMRI Rebuild 

target 𝐿𝑓 definition: 

𝐿𝐸 = 𝐿𝑓(𝑓, 𝑓) (8) 

𝐿𝐸𝐷: We used about 10,000 additional semantic images from the 120-concept data 

of the semantic image database built by the team, allowing to learn common high-level 

feature representations for various new concepts. In order to meet the image training 

without fMRI brain signal, we map the image to itself via the Encoder-Decoder trans-

formation: 

𝑖 → 𝑖̂𝐸𝐷 = 𝐷(𝐸(𝑖)) (9) 

On an unlabeled image 𝑖, the unsupervised loss 𝐿𝐸𝐷 of the loss is: 

𝐿𝐸𝐷 = 𝐿𝑖(𝑖̂𝐸𝐷, 𝑖) (10) 

𝐿𝐷𝐸: We select a large number of unlabeled fMRI images in the experimental and 

public datasets for training, so that the network can better decode the fMRI features, 

we pass the Decoder-Encoder The transformation maps the fMRI response to itself: 

𝑓 → 𝑟̂𝐷𝐸 = 𝐸(𝐷(𝑓)) (11) 

On an unlabeled fMRI 𝑓, the unsupervised loss 𝐿𝐷𝐸 of the loss is:  

𝐿𝐷𝐸 = 𝐿𝑓(𝑓𝐷𝐸 , 𝑓) (12) 

It is worth noting that the fMRI signals we use here are from the acquired dataset 

(which is in line as we have never used nor know their corresponding test images). This 

allows the decoder to generalize more to fMRI statistics. After training the decoder with 

these four losses 𝐿𝐷 + 𝐿𝐸 + 𝐿𝐸𝐷 + 𝐿𝐷𝐸 , we use it for decoding reconstruction of fMRI 

data. 

The algorithm of improved Dual-learning Network is shown in Algorithm.2. 
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Algorithm 2   Dual-learning model  

Require:  

There are three groups of data needed in the training: paired(Image, fMRI) training 

pair (𝑓, 𝑖) = {(𝑓1, 𝑖1), (𝑓2, 𝑖2), ⋯ , (𝑓𝑛, 𝑖𝑛)}, a large number of semantic concept im-

ages 𝑖∗ = {𝑖1
∗, 𝑖2

∗, ⋯ , 𝑖𝑚
∗ } without corresponding brain signal data selected from our se-

mantic concept data set, and fMRI brain signals 𝑓∗ = {𝑓1
∗, 𝑓2

∗, ⋯ , 𝑓𝑣
∗}, without corre-

sponding image data collected from our experiments and a large number of public data 

sets 𝐿𝑓(𝑓, 𝑓) Is fMRI loss function, 𝐿𝑖(𝑖,̂ 𝑖) Is the image loss function, 𝐷(𝐹, 𝐼) stands 

for𝑓𝑙𝑎𝑔𝑓→𝑖, 𝐸(𝐹, 𝐼)stands for 𝑓𝑙𝑎𝑔𝑖→𝑓, the training step size refers to the data set itself. 

Ensure: 

min 𝑳𝑴𝒐𝒅𝒆𝒍 ; The reconstructed image that is most similar to the real image 

1: 𝐿𝑀𝑜𝑑𝑒𝑙 = 𝐿𝐷 + 𝐿𝐸 + 𝐿𝐸𝐷 + 𝐿𝐷𝐸 

2: 𝐿𝑓(𝑓̂, 𝑓) = 𝜌‖𝑓̂ − 𝑓‖
2

− (1 − 𝜌) cos(∠(𝑓̂, 𝑓)) 

3:  𝐿𝑖(𝑖̂, 𝑖) = 𝐿𝐶𝑜𝑙𝑜𝑟(𝑖̂, 𝑖) + 𝐿𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝑠̂, 𝑠) + 𝑀(𝑠̂) 

4: for 𝑎 = 1 to 𝑛 do 

5:       𝐿𝐷 = 𝐿𝑓(𝑓, 𝑓),  update 𝐷(𝐹, 𝐼) 

6: end for 

7: fixed 𝐷(𝐹, 𝐼) 

8: for 𝑠 = 1 to 𝑛 + 𝑚 + 𝑣 do 

9:    for 𝑥 = 1 to 𝑛 do 

10:       𝐿𝐷 = 𝐿𝑖(𝑖,̂ 𝑖),  update 𝐸(𝐹, 𝐼) 

11:        𝐿𝐸 = 𝐿𝑓(𝑓, 𝑓),  update 𝐸(𝐹, 𝐼) 

12:    end for 

13:    for 𝑦 = 1 to 𝑚 do 

14:       𝑖 → 𝑖̂𝐸𝐷 = 𝐷(𝐸(𝑖)) 

15:       𝐿𝐸𝐷 = 𝐿𝑖(𝑖̂𝐸𝐷, 𝑖), update 𝐸(𝐹, 𝐼) 

16:    end for 

17:    for 𝑧 = 1 to 𝑣 do 

18:       𝑓 → 𝑟̂𝐷𝐸 = 𝐸(𝐷(𝑓)) 

19:       𝐿𝐷𝐸 = 𝐿𝑓(𝑓𝐷𝐸 , 𝑓), update 𝐸(𝐹, 𝐼) 

20:    end for 

21: end for        

4.2 Brain Semantic Understanding Model 

The image reconstruction model based on semantic concepts constructed in this pa-

per is mainly composed of three parts: bidirectional learning reconstruction network, 

semantic concept cognitive network, and image semantic information discrimination 

network. The discriminative result of ideal semantic information cognition. 

In an image semantic discrimination process, first, the brain signal of the visual brain 

area generated by the semantic information stimulation is input into the Dual-learning 

reconstruction network we constructed. The decoder trained by multiple loss functions 

can be obtained from the brain signal. The semantic image corresponding to the brain 

signal was reconstructed from the fMRI data, and its similarity with all stimulus sources 

was calculated. 
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Secondly, the brain signal of the semantic brain area generated under the stimulation 

of the same semantic information is input to the semantic concept cognitive network, 

and the semantic concept cognitive network can make a conceptual judgment on the 

fMRI brain signal we input, and the semantic concept category corresponding to the 

output brain signal. 

Finally, the image semantic information discrimination network can combine the 

results obtained in the first two steps for further judgment, and analyze the similarity 

between the restored and reconstructed image and the semantic image of the deter-

mined semantic category. One is the result we need to output - the semantic infor-

mation corresponding to the fMRI brain signal. 

 

5 Experiments and Results 

In this paper, a task-state fMRI experiment was designed and completed by our team. 

The visual stimulus images are 18 Chinese semantic text images. At the beginning of 

the experiment, a preparatory phase was performed first, with a blank space of 24 sec-

onds, so as to stabilize the state of the instrument and relax the mental state of the sub-

jects. After the preparatory phase is over, the subject of the experiment begins. In 18-s 

cycles, a 9-s blank was presented in each cycle, followed by a 9-s visual stimulus image 

before the next cycle was started. The subjects' fMRI brain signals were continuously 

collected throughout the experiment. Each image is presented 4 times in random order. 

We chose some of visual stimulus images shown in Fig. 4.  

 

Fig. 4. Some of Visual stimulus images. 

The experiment was completed in the First Affiliated Hospital of Xi'an Jiaotong Uni-

versity using a 3.0T Ge MR scanner. Six subjects, aged between 20 and 25, were re-

cruited in the experiment. Three male and Three women read and signed the infor-

mation sheet of magnetic resonance examination before the experiment. All subjects 

have normal vision or corrected vision, no history of mental illness or neurological 

disease, no psychological disease, no long-term medication, right-handed. 

Before the start of the experiment, the subjects were shown and told the content of the 

experiment and the tasks that the subjects needed to complete. Before the start of the 

experiment, the subjects were told to lie on their backs, breathe calmly, keep their heads 

still, stay awake, and focus on the central fixation point during the experiment. 

The data collection process is as follows: First, collect T1 structural image data with 

the following parameters. Repetition Time (TR): 2250ms, Echo Time (TE): 3.06ms, 

Flip Angle: 90°, Field of  view (FOV): 214mm×214mm, Voxel size: 1mm×1mm×1mm. 

After the acquisition of T1 structural image data, single-image stimulation experiment 
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and double-image stimulation experiment were carried out in turn to collect T2 func-

tional image data. The parameters are as follows. Repetition Time (TR): 3000ms, Echo 

Time (TE): 30ms, Flip angle: 90°, Field of view: 214mm×214mm, Voxel Size: 

3mm×3mm×3mm. The screen resolution is 800*800 and the refresh rate is 24Hz. 

Finally, the experiment obtained 6 sets of fMRI data for 6 subjects, each set of data 

is a four-dimensional matrix with a size of 61*73*61*200, of which the first three di-

mensions are the size of the 3D whole-brain fMRI image, and 200 is the time point 

number. 

The data preprocessing of this experiment was done by DPABI software.  

The fMRI brain signals of four groups of subjects with complete experimental results 

and less noise in the subject data were selected for image reconstruction, and compared 

with the results of the Hcorr-Net [22] and unimproved bidirectional learning model 

previously proposed by our team. The correct rate of pixel-based image classification 

is shown in the Table.1. 

Table 1. Results of image reconstruction. 

Subject Hcorr-Net Dual-learning Ours 

Sub1 60.12% 62.13% 67.63% 

Sub2 57.56% 58.22% 65.11% 

Sub3 59.94% 59.75% 64.36% 

Sub4 55.23% 60.09% 70.75% 

The histogram of the correct rate of image reconstruction can better show the difference 

between the three, as shown in the Fig.5. 

 

Fig. 5. Results of image reconstruction. 

The fMRI brain signals of six groups of subjects were used to judge the correctness 

of semantic concepts, and a total of 18 groups were carried out. The correct rate of 

semantic concept understanding is shown in the Table.2. 
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Table 2. Results of semantic concept understanding. 

Subject Sub1 Sub2 Sub3 Sub4 Sub5 Sub6 

Correct rate_1 94.44% 88.88% 100% 94.44% 83.33% 88.88% 

Correct rate_2 100% 94.44% 94.44% 83.33% 88.88% 77.77% 

Correct rate_3 83.33% 88.88% 72.22% 100% 83.33% 100% 

Correct rate_4 88.88% 100% 88.88% 94.44% 77.77% 94.44% 

We can clearly see from the results that compared with the previous work, the model 

we constructed has significantly improved in image reconstruction, and the indicators 

of image restoration have improved in all aspects. Moreover, our model accomplishes 

what other work cannot do—understands and classifies semantic concepts, and 

achieves high accuracy in experimental results across multiple subjects. 

 

6 Conclusion 

In this paper, our team proposes a Semantic Concept Cognitive Network (S-Concept-

Net), which measures the relationship between images and brain activity data through 

ranking loss in multi-category learning through neural networks. The semantic concept 

analogy corresponding to the fMRI brain signal of the input semantic brain area can be 

accurately judged. Our S-ConceptNet model mainly addresses three problems: how to 

obtain a cognitive model of brain semantic concepts through experiments, how to fit 

the process of semantic concept understanding, and how to use this cognitive mecha-

nism to guide the work of coding modeling. The results of collecting experimental data 

and performing image reconstruction show that S-ConceptNet effectively simulates the 

process of brain semantic concept understanding and reveals the cognitive mechanism 

related to semantic tasks. In comparative experiments, the actual effects of our proposed 

model are compared, and It is found that the image encoding and decoding model ap-

plying S-ConceptNet is better than the previously proposed model on the image resto-

ration task, and can accurately output the semantic information corresponding to the 

brain signal, which proves that the S-ConceptNet is effective in the image restoration 

task. Performance improvements have been made in the corresponding areas of work. 

The work of this paper helps to explain the working mechanism of human semantic 

cognition process, and reveals the relationship model between visual information and 

language semantic concepts in the research of brain-like artificial intelligence. Several 

models proposed in this paper still have room for improvement. In future work, fMRI 

data sets from other related experiments can be added, and the fMRI data used can be 

screened for correlation or causality for further improvement. and generalize the S-

ConcepetNet model for further research discovery.  
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