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Abstract. Domestic appliance power consumption measurement was, until re-

cently, a problem without a satisfying solution. It required the use of a measur-

ing device for each appliance to be studied, and thus the spending of a consider-

able amount of both money and time. The technological advancements made in 

the past few decades have enabled the engineering of smart devices that connect 

to the central panel of a building and log the features of the electrical current 

passing through it. Using Machine Learning algorithms, we can create models 

that extract individual appliance information (“signature”) from the signals rec-

orded by these measuring devices. This process can lead to the production of 

systems that could be particularly useful for the consumers. They would not on-

ly allow individuals to alter their power consumption profile to minimise their 

spending and environmental impact, but also notify them if an appliance seems 

to be malfunctioning. In addition, the energy providers could harness the poten-

tial of usage statistics collected from their customers to estimate the energy de-

mand for any given moment within a day. This would prevent the production of 

excess energy or the overloading of the power supply network infrastructure. 

The objective of this work is the implementation of an efficient Deep Neural 

Network (DNN) model that will be able to predict the state (On/Off) of a set of 

electrical appliances during a specific time span, based on the aggregate power 

signal of the house within which they operate. The contribution of this work 

concerns the use of a Recurrent Neural Network (RNN) that categorises the be-

haviour of multiple appliances (multi-label classification). The results are quite 

promising and pave the way for a more in-depth treatment of the problem. 

Keywords: Machine Learning, Energy Consumption, Non-intrusive Load Mon-

itoring, Energy Disaggregation, Recurrent Neural Networks. 

1 Introduction 

Until recently, it was not feasible for consumers to know their precise home power 

consumption and more specifically to know exactly the amount of energy used by 

each appliance. However, the technological advancements of the last few decades 

enable consumers to discover their power consumption profile with the use of smart 

mailto:sioutas@ceid.upatras.gr


2 

meters. With this knowledge, the consumer can adjust their behaviour and their power 

consumption, in order to profit financially and improve their quality of life.  

The term Non-Intrusive Load Monitoring – NILM means “a process that analyses 

the variations in the features of the electricity of a house and concludes which of the 

appliances are operating as well as the energy consumption of each one” [1]. Alterna-

tively, it is referred to as energy disaggregation. Formally, the problem is stated as: 

 

Let 𝜯 = {1, 2, ..., 𝛵} be a set of time points and 𝜲 =  {𝛸1, 𝛸2, . . . , 𝛸𝛵} be the set of 

measurements of the total energy consumption of 𝑵 appliances (aggregate signal) 

that correspond to these points. Then, the objective of NILM is for a given point 𝒕 ∈
 𝑻 to disaggregate the consumption 𝒚𝒕

𝒊  of appliance 𝒊, so that at every time point ∈  𝑻 

it holds that: 

𝑋𝑡  = ∑ 𝑦𝑡
𝑖  +  𝜎(𝑡)

𝑁

𝑖 = 1

 (1) 

where 𝝈(𝒕) represents the consumption of unknown devices or noise. 

  

The applications of NILM are numerous and significant. Firstly, the average con-

sumer has access to a detailed analysis of their energy consumption, according to 

which they can adapt their energy consumption habits, with multiple environmental 

and financial benefits. Additionally, they are warned when an appliance operates 

anomalously (e.g. because of a malfunction or of excessive use due to negligence). 

Secondly, the energy provider can predict the energy requirements of their network 

more accurately using the more detailed consumption data. Thus, they can avoid ex-

cess energy production or network overload. In addition, the energy provider can 

propose flexible programs to the consumer, with cheaper charge per kWh depending 

on current energy demand, to balance the network load.  

The aggregate energy data is collected from a smart meter that is connected to the 

central switchboard of a house. Various methods have been used for energy disaggre-

gation, mainly [30] Hidden Markov Models, Optimization Methods, Template Match-

ing Methods (e.g., Dynamic Time Warping), Source Separation Methods (e.g., Matrix 

Factorisation), Shallow Learning (e.g. Random Forests), Deep Learning (e.g. Convo-

lutional Neural Networks), Graph Signal Processing. This work is focused on deep 

learning methods. These methods dominate the most recent NILM literature due to 

their superior performance in identifying appliances using the aggregate signal. The 

dominant approach in shallow and deep learning is the construction of different mod-

els, one for each appliance. This is preferred because each appliance has different 

consumption characteristics, and a single model can fit to them better than one model 

can fit to all appliances. However, multi-label classification has been recently 

[30][31] introduced to NILM research mainly on the grounds of better efficiency and 

deployment simplicity, even though it lacks effectiveness in terms of appliance identi-

fication when compared to the single-label classification approach. To the best of the 

authors’ knowledge, only Convolutional Neural Networks (CNNs) have been used for 

multi-label classification [32]. 
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In this work, the objective is the design and training of an RNN that takes as input 

the aggregate signal, and outputs the operational state (On/Off) of a group of appli-

ances. The contribution of this extended abstract is the use of an RNN for multi-label 

energy disaggregation by a single neural network that has high precision and very low 

classification error in new (unknown) data, that may come from other sources. For the 

authors, these results are the first step towards an in-depth treatment of energy dis-

aggregation where efficiency is considered of equal importance to effectiveness. This 

is because, as highlighted in [30], the computational cost of high-performance meth-

ods with respect to effectiveness is prohibitive for large-scale deployment. 

The paper is structured as follows: Section 2 briefly presents the state-of-the-art, 

while Section 3 describes the system design and data pre-processing. Section 4 pre-

sents the implementation and the experimental results. Section 5 contains the conclu-

sion, with extensions and future work. 

2 Related Work 

The concept of NILM was first introduced by G. W. Hart in [2], where he defined the 

problem, and presented an algorithm based on clustering of the electric measurements 

that provided encouraging results. Since then, many approaches have been developed. 

An extensive review of these techniques can be found in [3] [4][30], while a more 

detailed analysis is presented in [5]. The rest of this section is only a shallow review 

of the research done on NILM. 

Hidden Markov Models (HMM) were initially used for the NILM problem based 

on the assumption that the hidden states correspond to the different analysed appli-

ances in the house, and the observations to the features of the aggregated signal that is 

measured. The authors of [6], developed an HMM where the hidden states are the 

points of the set that is produced by the Cartesian product of the operating state labels 

of all the appliances of interest in the house. This state coding involves calculations 

with sparse matrices. Thus, the derived algorithm is effective for data with low sam-

pling rate. Despite this, the algorithm is not sufficient for modelling all the appliances 

of a typical house, since the complexity increases exponentially over the number of 

appliances. In [7], a “Difference Factorial HMM (FHMM)” is described. This model 

does not need data labels for training, it is computationally effective and not affected 

by local extrema. Based on FHMMs, the authors of [8] propose an estimation algo-

rithm that achieves good generalisation for different but similar appliances. The dis-

advantage of this approach is that during the training on a specific appliance, it is 

assumed that no other appliance changes state.  

Recurrent Neural Networks (RNN) [9] are a type of neural network (NN) that do 

not only use the current input, but also the previous output to produce the new output. 

They use state vectors that operate as internal “memory units” of the neurons. Thus, 

RNNs have been utilised in a variety of applications where data sequence processing 

is needed [10]. A special type of RNNs, the Long Short-Term Memory (LSTM) net-

works, have a more complex internal structure, that enables them to correlate points 

of the sequence with larger relative distance between them compared to a convention-
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al RNN. This characteristic resolves the problem of vanishing gradient. Thus, LSTM 

networks are more effective for time series processing as is the case of NILM. Such 

applications are presented in [11] and [12], where the networks are provided with the 

aggregated signal as an input and disaggregate it to a signal of a specific appliance in 

the output, obtaining very promising results for specific types of appliances. Recently, 

a new type of RNN was introduced as another solution to the vanishing gradient prob-

lem: the Gated Recurrent Unit (GRU) [13]. GRU networks require less calculations, 

resulting in less training time. Simulation results show that the effectiveness of GRUs 

is comparable to that of LSTMs [14].  

The Convolutional Neural Network (CNN) [15] is a type of Multi-Layer Percep-

tron (MLP), that performs convolution of the inputs in at least one layer. CNNs have 

been used for NILM in order to extract the signal of one appliance from the aggregat-

ed signal [16].  

Another type of NN that has been used for NILM is the Denoising Autoencoder 

(DAE) [17].  A DAE assumes that the input contains noise, and the output is an at-

tempt to reconstruct the input without this noise (unsupervised learning). A disad-

vantage of this method is that every network can isolate the signal of only one appli-

ance, thus requiring multiple DAEs for a group of appliances.  

Finally, the combination of NNs and Markov Models has been explored. In [18], a 

CNN is used to extract the features of one appliance, and it is combined with a Hid-

den Semi-Markov Model (HSMM) that models this appliance. 

The evaluation of these techniques is based on various publicly available datasets. 

These datasets vary widely with respect to sampling rate, number of features and 

types of appliances. One of the most used public datasets is the Reference Energy 

Disaggregation Data Set (REDD) [19]. It contains measurements from 6 houses, in a 

time span that ranges from a few days to a few months, with a sampling rate 15 KHz 

for the aggregated signal, 0.5 Hz for circuits with a single appliance and 1 Hz for 

circuits with more than one appliance (each house has 10-24 different appliances). 

Τhe Almanac of Minutely Power dataset (AMPds) [20] contains samples with a time 

distance of 1 minute (0.0167 Hz), that were being collected for one year from a house 

with 19 appliances.  There is also a second edition, AMPds2, with the data of one 

more year of observations. UK Domestic Appliance-Level Electricity (UK-DALE) 

[21] is a dataset that contains measurements of 5 houses in the UK, for a period of 2.5 

years. The sampling rates for the aggregate signal and for each appliance are 16 KHz 

and 0.167 Hz respectively. Finally, ENERTALK [22] is a data set collected from 22 

houses in Korea. The aggregate signal, as well as the consumption of the up-to-7 

measured appliances, are sampled at 15Hz for time periods that range between 29 and 

122 days. 

3 System Design and Data Pre-processing 

Due to the sequential nature of the aggregate signal in NILM, an RNN seems to be the 

most promising approach. Thus, a Deep RNN was used in this study, with two differ-

ent types of neurons, LSTM and GRU. Preliminary tests with both types of neurons 
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showed that their performance was comparable. Therefore, the GRU type was select-

ed since it is the most computationally efficient. The number of network inputs was 

equal to the number of features of each dataset. The number of hidden layers was 

determined by trial and error. In the architectures tested in the majority of the design 

experiments, the number of hidden neurons decreased from the input to the output 

layer, while the activation function for all the hidden neurons was the hyperbolic tan-

gent (tanh).  

The network outputs were binary class labels, with each label corresponding to ex-

actly one appliance. Consequently, the output layer was a dense layer comprised of a 

number of neurons equal to the number of appliances used in each dataset. The activa-

tion function of the output layer was the sigmoid, thus the output values are in the 

range [0, 1]. Binary cross-entropy was selected as the loss function, since every sam-

ple can either belong or not to each of the more-than-one classes (multi-label classifi-

cation task) and the objective was to optimize the performance for every class sepa-

rately. Finally, several optimisers were tested: Stochastic Gradient Descent (SGD), 

AdaGrad, Adam and RMSprop. The best results were obtained using Adam [24] with 

learning rate equal to 0.001. 

3.1 Datasets 

ENERTALK. ENERTALK was the publicly available dataset chosen for the experi-

ments. The second dataset was collected from the DinRail Cerberus Smart Meter of 

Meazon S.A. [25]. Among the 22 houses that are included in ENERTALK, only 

houses that has measurements of 3 to 5 appliances were considered (houses 01, 02, 

04, 05, 06, 08, 17, 18 and 21). Ultimately, house 02 was selected because of the types 

of contained appliances: a fridge, a TV, a washing machine, and a rice cooker. The 

measurements were logged for 31 days and represent the everyday use of all appli-

ances. The recorded features both the aggregated signal and each device were the 

following: 

• Timestamp: The time instant of the measurement at Unix milliseconds timestamp 

format. 

• Active Power: The real value of the power that is consumed from an AC circuit. It 

is measured in Watts (W) and given by the formula: 𝑃 = 𝑉𝑅𝑀𝑆 × 𝐼𝑅𝑀𝑆 × cos 𝜑, 

where 𝑉𝑅𝑀𝑆 is the active voltage, 𝐼𝑅𝑀𝑆 is the active current intensity and 𝜑 is the 

angle between the voltage and current phasors. 

• Reactive Power: The energy that flows towards the load and in reverse along a 

wire in an AC circuit. It is measured in Volt-Ampere Reactive (var) and given by 

the formula: Q = 𝑉𝑅𝑀𝑆 × 𝐼𝑅𝑀𝑆 × sin 𝜑. 

MEAZON. The DinRail Cerberus device is installed in the central panel of a house 

and records the aggregate signal.  The sampling rate of the smart meter is 50 Hz, 

which makes it a precise tool for data collection for NILM. It has the following opera-

tion states: power analysis and harmonic analysis for three harmonic frequencies or 

for all available harmonics. The dataset contains measurements of a house, with 5 
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sampled devices: AC, oven, press, stove, and vacuum cleaner. There are gaps between 

the recorded operation of each device. The smart meter records 13 features for each 

sample out of which 7 were selected for the authors’ experiments, in order to compare 

the results with those of [25]. These features were timestamp, active power, and reac-

tive power as defined above, in addition to:  

• RMS Current: The active current intensity in Amperes (A), given by: 𝐼𝑅𝑀𝑆 =
𝐼𝑝𝑒𝑎𝑘

√2
 . 

• Phase Shift: The angle 𝜑 between the voltage and current phasors (phase differ-

ence). 

• Apparent Power: The power that is theoretically consumed by an AC circuit. It is 

measured in Volt-Amperes (VA), and it is given by the formula: 𝑆 = 𝑉𝑅𝑀𝑆 × 𝐼𝑅𝑀𝑆 . 

• Crest Factor: It is calculated using the formula: 𝐶𝐹 =
𝐼𝑝𝑒𝑎𝑘

𝐼𝑅𝑀𝑆
 . 

Regarding the ground truth, separate smart meters were not used for each appliance, 

since during the operation logging of each appliance, no other appliances of interest 

were in use. Operation labels (On/Off) have been added manually for each appliance. 

As a result, there are 5 editions of the dataset with the same data and different labels, 

since in [25], the objective was the construction of one separate classifier for each 

appliance. 

3.2 Data Pre-processing 

ENERTALK Dataset. The first 10 overlapping days of measurements for all selected 

houses were utilised. The dataset is provided in the Parquet format (distributed sys-

tems file format). The data for each day is stored in a separate directory, which con-

tains one file with the measurements corresponding to each device. All data except for 

the timestamp was kept. The first 4 days were used as the training set, the next 4 days 

as the validation set and the last 2 days as the test set. The labels for every device 

were binary-encoded, with 0 corresponding the Off state and 1 to the On state. For 

every sample each appliance was individually assigned the On label if the sampled 

value of active power was greater than 15 Watts. This threshold is used in [21] to 

calculate the ratio of On to Off states.  

According to [11], NN performance is better if the data is normalised in the range 

[0, 1]. The authors also tested other methods, such as the transformation to a Gaussian 

distribution with a mean of 0 and a variance of 1, but the performance was not im-

proved. Thus, [0, 1] normalisation was applied in this work. It should be noted that 

the normalization step followed the division of the data to the three subsets. Other-

wise, there would have been an information leak from the training to the test set and 

the model would have been biased [26]. 

 

DinRail Cerberus Dataset. The data pre-processing had already been performed in 

[25]. The labels had been divided into different files per appliance. These files were 

merged by the authors to create the final data set, which included measurements of all 
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appliances. Then, the data was split into training and test sets with a ratio of 85/15 and 

both sets were normalized separately to the range [0, 1], as was done with 

ENERTALK. 

4 System Implementation and Training 

The language of choice for the implementation of the RNN model was Python 3.7, 

with NumPy (1.19.5), pandas (1.2.4), PyArrow (4.0.0) and scikit-learn (0.22.2.post1) 

being the packages used for reading, pre-processing, and storing the data. Matplotlib 

(3.2.1) was used to produce the graphs. The models were created, trained and evaluat-

ed using TensorFlow (2.4.1) [27] as the backend and Keras as the high-level interface. 

The experiments were conducted on the Google Colaboratory platform. 

The hidden layers of the RNN were implemented using GRU cells (tensor-

flow.keras.layers.GRU) with tanh as the activation function, whereas the output layer 

was a simple densely connected one (tensorflow.keras.layers.Dense) with sigmoid as 

the activation function. Adam (tensorflow.keras.optimizers.Adam) was chosen as the 

optimization algorithm for the training process. In the rest of this section, the authors 

present their experiments to discover the optimal structure of the NN (the number of 

hidden layers and the number of neurons in each layer, since the number of inputs and 

outputs are defined by the training set). The network output is represented by a (n×1) 

binary vector, where n is the number of the appliances, and each output corresponds 

to an appliance state. When the appliance is On, then the respective bit is 1, otherwise 

it is 0.  When training the NN on ENERTALK, the additional techniques of validation 

and early stopping (tensorflow.keras.callbacks.EarlyStopping) were used. More spe-

cifically, at the end of every epoch the network was fed the validation samples and the 

classification error and accuracy values were recorded. If the validation error in-

creased or the accuracy decreased from epoch to epoch then training stopped, in order 

to achieve better generalization. In the experiments, the training process stopped when 

the accuracy did not improve more than 0.001 after 20 epochs. This technique was not 

used for the Meazon dataset, since it is very small. Figure 1 depicts a flowchart that 

describes the model training and selection process. 

 

 

Fig. 1. Experimental process flow chart 
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As already mentioned, binary cross-entropy was the chosen loss function. Conse-

quently, binary accuracy was chosen as the accuracy function. Additionally, the val-

ues of Mean Squared Error (MSE) and Mean Absolute Error (MAE) were calculated 

for each epoch. 

Since the training of a NN is a stochastic process (due to the random initialisation), 

the results presented below are the mean values of each metric over 10 runs of every 

experiment. Experiments with more than 10 runs were performed, but there was no 

significant difference in the results. The presented graphs depict the values obtained 

from one experiment instance. 

 

4.1 1st Model 

The first experiments were focused on a structure with two hidden layers with a 

decreasing number of cells from the input to the output layer, since they performed 

better in preliminary tests. The architecture with the best experimental results consist-

ed of 64 cells in the first and 32 cells in the second hidden layer respectively. Table 1 

shows the mean values of the metrics in the testing phase for both datasets, while 

Figure 2 depicts the evolution of the metrics during training. 

Table 1. Test results for 1st model 

 Binary Cross-entropy (Loss) Binary Accuracy 

ENERTALK 0.5059 0.7755 

Meazon 0.7338 0.7873 

 

 

Fig. 2. Training loss for ENERTALK (left) and Meazon (right) datasets – 1st model 

During the training of the network for the ENERTALK dataset, it was observed 

that, while the achieved accuracy was sufficient (over 80% after the 5th epoch) and 

the error values were relatively small, there was a significant decrease in validation 

accuracy after very few epochs (usually 5). Thus, the network was overfitting on the 

data of the training set. This fact was also confirmed by the prediction accuracy on the 

test set, which was smaller, although the opposite result was expected due to the suf-
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ficient amount of the data used and the assumed complexity of this classification task. 

Overfitting was also observed in the Meazon dataset. In this case it was expected, 

since every sample corresponds to the operation of one or none of the appliances, and 

therefore the classification task was “easier”. 

4.2 2nd Model 

The next group of experiments focused on improving generalization for both da-

tasets. Overfitting was reduced via regularization, by applying the Dropout technique 

[28]. Dropout is a strategy based on the “dropping/deletion” of some randomly select-

ed neurons during training, meaning that their output is ignored. In this way, the ca-

pacity of the network is reduced, and the rest of the neurons are forced to learn a more 

general classification strategy. To apply Dropout to a network layer, a new parameter 

𝑃𝑑  is introduced, which is the probability of a neuron being dropped. After several 

experiments with different values of 𝑃𝑑 , the results indicated that the best value was 

𝑃𝑑 = 0.4 for every hidden layer of the network. Table 2 shows the mean values of the 

testing metrics, while Figure 2 depicts the evolution of the metrics during training. 

 

Table 2. Test results for 2nd model 

 Binary Cross-entropy (Loss) Binary Accuracy 

ENERTALK 0.5345 0.8091 

Meazon 0.0198 0.9683 

 

 

Fig. 3. Training loss for ENERTALK (left) and Meazon (right) datasets – 2nd model 

For the ENERTALK dataset there was no significant difference between the two 

models. The classification accuracy was better by up to 3% but the error metrics 

slightly increased. These results showed that overfitting had been handled but not to 

the expected extent: the difference between training and testing accuracy had been 

reduced, but the improvement in every training epoch was not reflected in the valida-

tion. 

In contrast, the training of the 2nd model with the Meazon dataset presented signifi-

cant improvement with very good results overall. Of course, we must note that the 
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Meazon dataset is “clean”, since every device operates separately. Additionally, the 

test data is a small sample of one relatively small dataset. However, the results were 

very promising for future work on more data from DinRail Cerberus or other smart 

meters with sampling rates of around 50Hz.  

It was determined that the 2nd model performed in an almost optimal manner for 

the Meazon dataset. As a result, the next set of experiments continued to explore 

models tailored to the ENERTALK dataset. However, in most of the new experiments 

both datasets were used for the sake of completeness. The first approach to decrease 

overfitting was the further decrease of the numbers of neurons of the network, consid-

ering that a network with lower elasticity (capacity) is more capable to generalize 

instead of adapting to the data. However, the results of these experiments were the 

opposite. In most of the runs, all scores were lower, and the test accuracy did not even 

come close to the training accuracy. Similar results were obtained when the dropout 

technique was used. 

Subsequently, some of the more basic hyperparameters of the network were recon-

sidered. Firstly, the Rectified Linear Unit (ReLU) activation function  was used, as it 

has proved to be very effective in DNN training while avoiding the vanishing gradient 

problem [29].  Finally, additional experiments with different values of the learning 

rate were performed, in order to confirm that the overfitting was not caused by the 

granularity of the weight updates. Unfortunately, all these attempts were not success-

ful at eliminating, or even decreasing overfitting. 

 

5 Conclusions and Future Work 

In this work, a deep RNN was designed, implemented, trained, and evaluated that 

receives as input the instant aggregated signal from the central electricity switchboard 

of a house and predicts the operational state of a group of appliances. In other words, 

it decides whether each of the appliances of interest is functioning or not (On/Off) in 

each time point. The final model was extracted via extensive experimentation, using 

several architectures as well as many combinations of different values of the hyperpa-

rameters. The final model was tested on two datasets with high sampling rate: the 

publicly available ENERTALK (4 appliances) and the dataset in [25] with data rec-

orded by the Meazon smart meter (5 appliances). The Meazon dataset is simpler since 

it contains 6 features and at every time step only one device was in operation. The 

ENERTALK dataset has two features and simultaneous operation of more than one 

device at every time step.  The classification performance was adequate for both da-

tasets but, as expected, the highest performance was achieved for the easier problem 

of the Meazon dataset. However, in the case of the ENERTALK dataset, the phenom-

enon of overfitting was observed, which meant that the classification capability of the 

network was lower than expected. 

The proposed model can be improved in several ways. First, for the Meazon da-

taset, it would be very interesting to test the trained model with a new dataset contain-

ing measurements when 2 or more of the 5 appliances are operating concurrently. 
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Note that the sampling rate of the Meazon smart meter is 50 Hz, while it also gener-

ates a set of features that may make the classification task more efficient when com-

pared to the ENERTALK dataset. The ENERTALK dataset is perhaps a more chal-

lenging problem due to the lower sampling rate and the small number of features. A 

way to face the problem is to use data from more than one house, and for testing to 

use data from houses that have not been used in training. 
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