
HAL Id: hal-04317188
https://inria.hal.science/hal-04317188v1

Submitted on 1 Dec 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Transformer-Based Zero-Shot Detection via Contrastive
Learning

Wei Liu, Hui Chen, Yongqiang Ma, Jianji Wang, Nanning Zheng

To cite this version:
Wei Liu, Hui Chen, Yongqiang Ma, Jianji Wang, Nanning Zheng. Transformer-Based Zero-Shot
Detection via Contrastive Learning. 18th IFIP International Conference on Artificial Intelligence
Applications and Innovations (AIAI), Jun 2022, Hersonissos, Greece. pp.316-327, �10.1007/978-3-031-
08333-4_26�. �hal-04317188�

https://inria.hal.science/hal-04317188v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


 
 
 
This document is the original author manuscript of a paper submitted to an IFIP 
conference proceedings or other IFIP publication by Springer Nature.  As such, there 
may be some differences in the official published version of the paper.  Such 
differences, if any, are usually due to reformatting during preparation for publication or 
minor corrections made by the author(s) during final proofreading of the publication 
manuscript. 
 
 
 



Transformer-based Zero-Shot Detection via
Contrastive Learning

Wei Liu1[0000−0002−0899−6442], Hui Chen1[0000−0002−7108−4067], Yongqiang
Ma1[0000−0002−6063−5601], Jianji Wang1[0000−0002−4284−3933], and Nanning

Zheng1,2[0000−0003−1608−8257]

1 Institute of Artificial Intelligence and Robotics, Xi’an Jiaotong University, Xi’an,
Shaanxi 710049, China

2 Correspondence: nnzheng@xjtu.edu.cn
{xianjiaodaliuwei,chenhui0622}@stu.xjtu.edu.cn
musayq@xjtu.edu.cn,wangjianji@mail.xjtu.edu.cn

Abstract. Zero-Shot Detection (ZSD) is a challenging computer vision
problem that enables simultaneous classification and localization of pre-
viously unseen objects via auxiliary information. Most of the existing
methods learn a biased visual-semantic mapping function, which prefers
predicting seen classes during testing, and they only focus on region of
interest and ignore contextual information in an image. To tackle these
problems, we propose a novel framework for ZSD named Transformer-
based Zero-Shot Detection via Contrastive Learning (TZSDC). The pro-
posed TZSDC contains four components: transformer-based backbone,
Foreground-Background (FB) separation module, Instance-Instance Con-
trastive Learning (IICL) module, and Knowledge-Transfer (KT) module.
The transformer backbone encodes long-range contextual information
with less inductive bias. The FB module separates foreground and back-
ground by scoring objectness from images. The IICL module optimizes
the visual structure in embedding space to make it more discriminative
and the KT module transfers knowledge from seen classes to unseen
classes via category similarity. Benefiting from these modules, the ac-
curate alignment between the contextual visual features and semantic
features can be achieved. Experiments on MSCOCO well validate the
effectiveness of the proposed method for ZSD and generalized ZSD.

Keywords: Zero-Shot Detection, Transformer, Contrastive Learning

1 Introduction

In recent years, deep learning has made great progress in object detection [1,8].
However, these methods strongly rely on large-scale annotated data. When lack-
ing sufficient annotated data, the performance of these methods drops rapidly
[12,13]. In reality, it is difficult for detectors to generalize to new target domains
where annotated data is scarce or absent. However, it’s easier for humans to
recognize a new class by analogy with similar objects they know.
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In order to solve the above problems, Zero-Shot Object detection (ZSD) [7,9,
14,17,18] is proposed to classify and locate unseen classes with only seen classes
contained during training. Most ZSD models [9, 14, 17] usually learn a visual-
semantic mapping function using visual data and related semantic information
of seen classes. At the testing stage, they use the learned model to map visual
features into an embedding space and perform the nearest neighbor search to
predict unseen classes. Several studies [7,26] use a generative model to synthesize
features of unseen classes, and then retrain a classifier of unseen classes, turning
zero-shot learning into supervised learning.

These methods [9,17] learn the model on seen classes while ignoring semantic
information available for unseen classes, making the model significantly biased
towards the seen classes when testing, which will greatly degrade the performance
of ZSD and generalized ZSD (GZSD). Besides, current zero-shot detection net-
works that are based on one-stage or two-stage detection methods for secondary
design, only focus on local information near an object’s region of interest and do
not explicitly encode long-range dependencies between objects, which are crucial
to detect multiple objects in an image.

In this paper, we develop a novel framework for ZSD called Transformer-
based Zero-Shot Detection via Contrastive Learning (TZSDC), which consists
of four modules: transformer-based detector named Deformable DETR [27],
Foreground-Background (FB) separation module, Instance-Instance Contrastive
Learning (IICL) module, and Knowledge-Transfer (KT) module. We use the De-
formable DETR to encode the input images for contextual features. To alleviate
the confusion between unseen classes and backgrounds, the FB module makes
full use of the existing visual background to compute an objectness score for
the output query embeddings. Meanwhile, in order to make visual features in
the embedding space more discriminative, the IICL module performs contrastive
learning between instances to optimize the visual manifold structure, so that the
intra-class spacing is more compact and the inter-class distances are far away
from each other. To alleviate the bias problem that the learned model prefers
seen classes, the KT module realizes the knowledge transfer from seen classes to
unseen classes via category similarity.

The main contributions of the paper can be summarized as (i) We propose a
novel framework TZSDC that integrates the transformer and contrastive learning
into zero-shot detection, achieving an accurate visual-semantic alignment. (ii)
We design a FB module to alleviate the confusion of unseen classes and the
background, and a KT module to realize the knowledge transfer from seen classes
to unseen classes through category similarity. (iii) Experiments on MSCOCO
verify that the proposed method can effectively improve the performance on
ZSD and GZSD tasks.

2 Related work

Object Detection In the past few years, object detection has received huge
attention and developed rapidly. For traditional object detection frameworks,
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there are mainly two types, one-stage methods such as SSD [11], YOLO [19],
FCOS [22], and two-stage methods such as Faster R-CNN [20], R-FCN [3]. Their
general methods are to generate bounding boxes, determine which box contains
objects, and then classify high-confidence boxes. However, due to the design of
convolution, they only focus on local information near the region of interest. In
recent years, Transformer [2, 27] is developing rapidly in the field of computer
vision, DETR [2] applies the transformer to the field of target detection, and De-
formable DETR [27] adopts the idea of deformable convolution [4], which inte-
grates multi-scale information and accelerates the convergence speed of DETR.
DETR [2] can encode long-range dependencies at multi-scales to enrich con-
textual information. In this work, we choose Deformable DETR as our basic
detection framework.

Zero-shot Learning (ZSL) ZSL is a classic task in computer vision. It aims
to use seen examples to train networks and reason about unseen classes with
the help of semantic information. Zero-shot learning can be divided into embed-
ding models and generative models. The embedding models [5, 21] mainly learn
a mapping function to convert visual features and semantics into an embedding
space and then classify by searching the nearest semantic descriptor in the em-
bedding space. In our work, we adopt a basic visual-semantic embedding model,
take the latent space as the embedding space, and exploit the similarity between
seen and unseen classes to explicitly transfer knowledge from the source class to
the target class, promoting better visual semantic alignment.

Zero-Shot Object Detection (ZSD) ZSD is a recently proposed task that
can identify and localize unseen objects. Most of them focus on learning em-
bedding functions from visual space to semantic space. MS-Zero [6] designed an
asymmetric mapping method to reduce the impact of new noise on the classifier,
which first maps visual features to semantic space respectively, and then maps
semantic features to visual space. Polarity Loss [16] was proposed to find a more
suitable alignment of visual and semantic information, which is an improvement
on the basis of Focal Loss to solve the problem of imbalance between positive and
negative samples. BLRPN-ZSD [25] designed a background perceptron to use ex-
ternal annotations to solve the confusion of unseen classes and backgrounds. In
our work, we introduce the foreground objectness branch to learn from existing
visual background data to better separate unseen classes from the background.
At the same time, we introduce a contrastive network in the classification branch
to explicitly transfer knowledge from the source class to the target class, which
is helpful to alleviate the domain transfer problem and the visual-semantic gap.

3 Method

Problem Settings In ZSD, we are given S seen classes in Ys and U seen
classes in Yu, where seen classes and unseen classes are disjoint. We can denote
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Fig. 1. Illustration of TZSDC. First, TZSDC extracts multi-scale features F from the
input image with ResNet101. Next E + F are fed into the transformer encoder and
decoder, where E represents the position encoding. After the decoder, a set of query
embeddings Q = {qi}

M
i=1 , qi ∈ RD are obtained from M learnable object quries and

FB module seperates the foreground and background. Next, Ev and ES are used to
map query embeddings Q = {qi}

M
i=1 and semantic embeddings A = {ac}S+U

c=1 into a
common embedding space. IICL and ISCL are performed for better visual-semantic
alignment through instance-instance and instance-semantic contrastive learning.

that Ys ∩ Yu = ∅, Ys ∪ Yu = Y. We use Ys = {Y1, Y2, · · · , YS} to represent
the seen classes and Yu = {YS+1, YS+2, · · · , YS+U} to represent unseen classes.
Let Dtr = {(xi, yi) | xi ∈ X , yi ∈ Ys}Ni=1 be the training dataset containing N

images. During training and testing, semantic word-vectors A = {ac}S+U
c=1 are

provided for each class c ∈ Ys∪Yu to conduct a knowledge transfer. The task of
ZSD is to learn a detector to recognize and localize unseen classes during testing.

3.1 Overall Architecture

The overall framework for zero-shot detection is shown in Fig. 1. It adopts the
standard Deformable DETR [27] as a backbone for ZSD by introducing (i)
a Foreground-Background (FB) separation module to reduce confusion of un-
seen classes and backgrounds; (ii) an Instance-Instacne/Instance-Semantic Con-
trastive Learning (IICL/ISCL) module to optimize the visual manifold structure
in the embedding space; (iii) a Knowledge Transfer (KT) module to transfer
knowledge from seen to unseen classes via category similarity.

Given an input image x ∈ X , ResNet 101 extracts multi-scale features F with
a sine-cosine position encoding E added to preserve the position information.
Then multi-scale features with position encoding are fed into the transformer
encoder and decoder which contain deformable convolution [4]. Driven by cross-
attention and self-attention mechanism, the decoder converts a set of M learnable
object queries into a set of M query embeddings Q = {qi}

M
i=1 , qi ∈ RD which
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contain the relative positional relationship between objects. And then the query
embeddings Q are fed into the regressor, FB module, IICL module, and KT
module. The FB module computes an objectness score for the output query em-
beddings, using the existing visual background data to achieve foreground and
background separation by binary cross-entropy loss. The mapping functions Ev

and ES are used to map query embeddings Q = {qi}
M
i=1 and semantic embed-

dings A = {ac}S+U
c=1 into a common embedding space. Then in IICL module,

query embeddings with the same label are regarded as positive samples z+, the
others are regarded as negative samples z−, and instance-instance contrastive
learning is performed to optimize the visual manifold structure. Besides, the
ISCL module selects semantic feature si corresponding to the class of zi as the
only positive sample, the remaining S− 1 semantic features as negative samples
to perform instance-semantic contrastive learning. Meanwhile, unseen semantic
embeddings are used in the KT module to enable knowledge transfer via category
similarity between seen and unseen embeddings.

3.2 FB Module

The decoder outputs Q = {qi}
M
i=1 , qi ∈ RD from M learnable object queries,

each of which has a corresponding bounding box and category. And then the clas-
sifier recognizes the query embeddings into S+U+1 classes: S seen classes, U un-
seen classes, and background. However, most query embeddings will be predicted
as background due to a lack of supervision from visual images of unseen classes.
In order to alleviate the confusion between unseen classes and backgrounds, we
introduce FB : RD → [0, 1] to separate the foreground and background.

Considering M is generally larger than the number of categories S + U , for
those queries without actual categories, we regard them as backgrounds. FB
module computes an objectness score oi for query embeddings qi. The objective
of the FB module is to assign higher confidence to query embeddings corre-
sponding to foreground objects than to those corresponding to the backgrounds.
Therefore, the foreground and background separation loss function is defined as
follows:

LFB = −
M∑
i=1

mj log oi + (1−mi) log (1− oi) (1)

where:

mij =

{
1, yi is the foreground

0, yi is the background
(2)

3.3 IICL/ISCL Module and KT Module

Due to the gap between visual and semantic features, using visual space or
semantic space as a common embedding space is not ideal. In order to align the
two spaces, we use two functions Ev, Es to map query embeddings Q = {qi}

M
i=1
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and semantic embeddings A = {ac}S+U
c=1 into a common embedding space to

optimize the manifold of visual and semantic features.

zi = Ev (qi) (3)

sj = Es (aj) (4)

where qi represents the query feature of the i-th class, aj represents the semantic
feature of the j-th class.

Instance-Instance Contrastive Learning (IICL) Instances with similar se-
mantic attributes are usually close together in the embedding space, thus lead-
ing to misclassifications. To reduce such misclassifications, we need to optimize
the manifold structure of visual features in the embedding space. Inspired by
the alignment (closeness of features from positive pairs) and uniformity of the
feature distribution to contrastive loss [23], we utilize contrastive loss to learn
discriminative features. Given an input image, query embeddings with the same
label are regarded as positive samples z+, and the others are regarded as nega-
tive samples z−. We assume that there are Pi positive samples and Ni negative
samples for i-th object in the input image. The IICL loss LII is as follows:

LII = E

[
− log

exp (zi · z+)/τv)∑Pi

k=1 exp
(
zi · z+

k /τv
)
+

∑Ni

j=1 exp
(
zi · z−

j /τv
)] (5)

where τv is the temperature parameter of LII .

Instance-Semantic Contrastive Learning (ISCL) The above loss drives
positive pairs between visual features compact. Besides, in order to achieve an ac-
curate visual-semantic alignment, we use the semantic information of the source
class for supervision and select semantic feature si corresponding to the class of
zi as the only positive sample, the remaining S−1 semantic features as negative
samples. The instance-semantic contrastive loss LIS can be calculated as follows:

LIS = E

[
− log

exp (zi · s+)/τs)
exp (zi · s+/τs) +

∑S−1
j=1 exp

(
zi · s−j /τs

)] (6)

where τs is the temperature parameter of LIS and S is the number of seen
classes.

Knowledge Transfer (KT) The task of ZSD is to recognize and locate unseen
classes. If only visual information and semantic embeddings of seen classes are
used during training, it is easy to bias the model to seen classes. In order to
alleviate the bias problem, we use category similarity between seen classes and
unseen classes to transfer knowledge from the source classes to the target classes.

We assume that the semantic attribute of the unseen class can be obtained
by the linear combination of the attributes of seen classes, which is also widely
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adopted in ZSL [24]. For example, "zebra" has a shape like "horse", and the
color is black and white like "panda". Inspired by this observation, we use least
square regression (LSR) to obtain the reconstruction coefficient of each seen
class semantic attribute. The reconstruction coefficient is the category similarity,
which is calculated as follows:

du = argmin
du

∥∥∥∥∥au −
S∑

k=1

akduk

∥∥∥∥∥
2

2

+ β ∥du∥2 (7)

Where duk is the category similarity between the u-th unseen class and k-th
seen class, and au ∈ {ac}S+U

c=S+1, ak ∈ {ac}Sc=1, β is the regularization coefficient.
After we get the similarity du between unseen classes and seen classes, we can
use the images of seen classes to learn the similar unseen classes. The knowledge
transfer loss LKT is defined as:

LKT = − 1

N

N∑
i=1

S+U∑
j=S+1

djyi log ζ̃ij + (1− djyi) log
(
1− ζ̃ij

)
(8)

Where ζij = zi · sj , zi, sj are calculated by Eq.(3) and Eq.(4). ζ̃ij is the nor-
malization of ζij .

Regression Loss As with Deformable DETR [27], we use a linear combination
of the L1 loss and the IOU loss as our regression loss Lreg:

Lreg = λiouLiou

(
bi, b̂i

)
+ λL1

∥∥∥(bi − b̂i

)∥∥∥
1

(9)

3.4 Training and Inference

Training The proposed method includes FB loss LFB , regression loss Lreg,
IICL loss LII , ISCL loss LIS , KT loss LKT . The total loss function is as follows:

Ltotal = Lreg + LIS + αLKT + γLII + λLFB . (10)

Where α, γ, λ are hyper-parameters to balance each loss term. We train our
model using a two-stage training approach. In the first stage, we use all seen
classes to train a Deforamble DETR framework that only contains the FB mod-
ule. In the second stage, we replace the classifier in Deformable DETR with
our current IICL module, ISCL module, and KT module. Then the model is
finetuned based on first-stage parameters.

Inference Given a test image I, M object query embeddings Q = {qi}
M
i=1

are computed, and then bounding boxes are obtained with the regressor. Next,
object query embeddings are mapped into the common embedding space and
are used to predict the class by nearest neighbor search.
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4 Experiments

4.1 Experimental Settings

Datasets We evaluate our method on MSCOCO 2014 [10] which contains 82,783
training images and 40,504 validation images. For MSCOCO 2014 with 80 cate-
gories, We follow the 65/15 split [16]. As for semantic embeddings in the classifi-
cation subnet, we use 300-dimensional vectors from word2vec [16] for MSCOCO
2014.

Evaluation Protocol For MSCOCO 2014, we choose mAP and Recall@100 as
our evaluation metrics. We conduct experiments under both standard and gener-
alized settings and evaluate the Harmonic Mean (HM) to show the performance
of GZSD.

Implementation Details We choose ResNet101 which is pretrained on Im-
ageNet to extract multi-scale features. The transformer encoder-decoder struc-
ture is consistent with the standard Deformable DETR. The dimension of object
queries is 512 and M is set to 100. The regressor consists of 3 multi-layer per-
ceptrons (MLP), the FB module is one fully-connected layer and the mapping
function Es, Ev are accomplished by one fully-connected layer. Hyperparameters
α, γ, λ in Eq.(10) are set as 0.2, 0.3, 0.1. And the temperature parameter τv, τs
in Eq.(5), Eq.(6) and Hyperparameters λiou, λL1 in Eq.(9) are set to 0.1, 0.1,
2.0, 5.0, and The TZSDC framework is trained using SGD optimizer with the
learning rate of 0.01 and momentum of 0.9 for 50 epochs in the first stage and
the learning rate of 0.002 and momentum of 0.999 for 20 epochs in the second
stage.

4.2 Comparison with Other Methods

As shown in Table 1, we compare the performance of the proposed model with
TL-ZSD [15], PL [16], BLC [25], SU-ZSD [7] on MSCOCO for both ZSD and
GZSD. As can be seen, our method achieves the best performance on both
mAP and recall for ZSD. Compared with the second-best method SU-ZSD [7],
the mAP of our method is improved from 19.00% to 19.58%, and the recall is
improved from 54.00% to 56.45%, which indicates that our method improves
the discriminatory ability for unseen classes. For GZSD, our method achieves
the best performance in the unseen class. The unseen performance is improved
without sacrificing the seen accuracy too much, and our HM value is competitive
to the generative model SU-ZSD [7]. This shows that our model has learned a
good visual-semantic alignment model, which realizes knowledge transfer from
seen classes to unseen classes.

As can be seen from Table 2, which shows the class-wise AP performance for
ZSD, our method improves the mAP of "mouse", "hotdog", "hairdrier" which
are not similar to the seen classes at all, indicating that our model extracts the
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Table 1. Comparison with other methods for ZSD/GZSD on MSCOCO dataset. We
report both mAP(%) and recall@100. Bold represents the best result.

Method S/U Split
ZSD GZSD

Seen Unseen HM
mAP Recall mAP Recall mAP Recall mAP Recall

TL-ZSD [15] 65/15 14.57 48.15 28.79 54.14 14.05 37.16 18.89 44.07
PL [16] 65/15 12.40 37.72 34.07 36.38 12.40 37.16 18.89 44.07

BLC [25] 65/15 13.10 51.65 36.00 56.39 13.10 51.65 19.20 53.92
SU-ZSD [7] 65/15 19.00 54.00 36.90 57.70 19.00 53.90 25.08 55.74

Ours 65/15 19.58 56.45 32.54 56.76 19.20 52.73 24.15 54.67

Table 2. Class-wise AP comparison with other methods on unseen classes of MSCOCO
with 65/15 split for ZSD.
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TLZSD [15] 19.6 63.4 3.7 43.2 3.7 13.8 12.8 24.2 12.6 9.7 6.0 1.5 2.3 2.0 0.0 14.6
PL [16] 20 48.2 0.6 28.3 13.8 12.4 21.8 15.1 8.9 8.5 0.9 5.7 0.0 1.7 0.0 12.4

SU-ZSD [7] 10.1 48.7 1.2 64.0 64.1 12.2 0.7 28 16.4 19.4 0.1 18.7 1.2 0.5 0.2 19.0
Ours 31.5 45.0 12.5 55.1 42.3 13.9 5.5 29.0 6.40 15.9 11.4 19.2 3.7 1.2 0.2 19.6

contextual information of the images and is able to understand the scenario,
for example, where there is a computer or keyboard, there is usually a mouse.
What’s more, our method achieves the best performance in 8 out of 15 categories,
further demonstrating the superiority of our method.

4.3 Ablation Studies

To further verify the effectiveness of each component, we conduct ablation stud-
ies on the MSCOCO dataset with the 65/15 split. Table 3 shows the mAP of
our model for ZSD and GZSD under different combinations of components.

√

indicates the model with corresponding module loss.

The Effect of FB Module In order to verify the contribution of the FB module
to the model, we remove the FB module during training. It can be observed that
the performance of ZSD and the performance of unseen in GZSD drop from
19.58% to 19.25%, and 19.20% to 18.97% respectively, while the performance
of seen is only improved by 0.06%. The result shows that after adding the FB
module, the model can effectively reduce the confusion between unseen classes
and backgrounds.

The Effect of KT Module During training, we remove the loss function LKT ,
that is, only visual features and semantic attributes of seen classes are used, while
semantic features of unseen classes are not involved. The result in Table 3 shows
that the performance of ZSD has dropped by 2.35% and the performance of
unseen in GZSD has dropped sharply by 5.29%. If we don’t explicitly transfer
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Table 3. Effectiveness of each loss term for both ZSD and GZSD, measured by the
mAP on MSCOCO 2014 with 65/15 split.

Lreg + LIS LFB LKT LII ZSD seen unseen HM√ √ √ √
19.58 32.54 19.20 24.15√ √ √
19.25 32.60 18.97 23.98√ √ √
17.23 35.72 13.91 20.02√ √ √
18.14 33.17 17.97 23.31

Fig. 2. Qualitative results on 65/15 split of MS COCO for ZSD and GZSD. The bound-
ing boxes of seen classes and unseen classes are remarked as green and red respectively.

knowledge from seen classes to unseen classes through category similarity, both
ZSD and GZSD performance will drop, and GZSD performance drops more
sharply. It indicates that knowledge transfer has a greater impact on GZSD and
can effectively alleviate the problem that the learned model will bias toward seen
classes in GZSD.

The Effect of IICL Module After removing the IICL Module, ZSD perfor-
mance and unseen performance in GZSD drop by 1.44% and 1.23%, respectively.
The result shows that IICL can optimize the visual feature distribution in em-
bedding space, enabling the model to learn more discriminative features.

4.4 Qualitative Result

In order to qualitatively evaluate our results, we show the detection results of
our method on MSCOCO in Fig. 2. For ZSD, the image only contains unseen
classes, for GZSD, the image may contain both seen classes and unseen classes.
The results show that the proposed model is able to detect seen and unseen
classes in different complex scenes, and it can detect multi-scale objects, such
as large-scale "train", "bed" and small-scale "traffic light ", "suitcase", which
verifies the effectiveness of the proposed model.
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5 Conclusion

In this paper, we propose a novel framework for ZSD named Transformer-based
Zero-Shot Detection via Contrastive Learning (TZSDC), which includes De-
formable DETR, FB module, IICL module, and KT module. Deformable DETR
extracts multi-scale contextual features, FB module separates the foreground
objects from the background to alleviate the confusion of unseen classes and the
background, IICL module optimizes the visual manifold structure in the em-
bedding space to make the visual feature more discriminative, and KT module
transfers knowledge from seen to unseen classes via category similarity. Exper-
iments on MSCOCO well validate the effectiveness of the proposed method for
ZSD and GZSD.
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