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Abstract. In the structure of the modern world, energy and especially
electricity is a prerequisite for regularity. Thus, the requirement for ac-
curate forecasts regarding power system loads seems self-evident. In ma-
chine learning, a time series forecasting endeavor can be treated as a
regression problem. In such scenarios, ensemble methods are often used
for robustness and increased accuracy of the generated predictions. This
work is a comparative investigation of the use of ensemble schemes for
medium-term forecasting of energy system load. The use of over 300 re-
gression schemes is investigated, in a total of 8 different modifications
of the input data, over 5 different time-frames, that is, one day, 7-day,
14-day, 21-day, and 30-day horizons, resulting in a loop of 12000 experi-
ments. Summary tables with representative results from the correspond-
ing Friedman rankings are presented.

Keywords: Energy System Load · Power Load Forecasting · Ensemble
Learning · Regression Forecasting · Medium-Term Forecasting.

1 Introduction

Energy management, from the production stage to storage, sharing and con-
sumption, is a multifactorial issue in which huge interests of diverse parties co-
exist, from individuals and production or distribution companies to states and
geopolitical formations.

With regard to electricity, and since production and consumption are linked
by a synchronicity condition, continuous load monitoring is necessary to regu-
late the operation of power stations in such a way as to generate the amounts
of energy required. Thus, failures in relevant decisions could lead to a variety of
problems. Producing more energy than needed may lead to environmental, stor-
ing, or supply issues. Less available energy than required may result in sharp
increases in production expenditures, given emerging requirements for immedi-
ate use of higher-cost units [1]. In addition, black-outs in large areas can have
significant consequences on the well-being and well-functioning of society [2]. It



2 C.M. Liapis et al.

is, therefore, imperative that the best possible forecasts of electricity load are
available, as such predictions will help to optimize the power management plan
and to make as many sound decisions as possible [3]. Thus, through forecasting,
it is possible to ensure the robustness of the entire system.

Predicting energy load, however, is not an easy process. For example, fluc-
tuations in consumer needs depend on many factors. And there is a multitude
of such factors than can cause demand to diversify. Meteorological conditions,
seasonal and calendar regularities, regional economic standards, the use of new
technologies, or the level of industrialization, all tend to alter the energy re-
quirements [2, 4]. There are also random factors that are impossible to foresee.
Understandably, the problem of predicting energy system load has been of par-
ticular concern to the scientific community with a wealth of relevant research
output. On this basis, a variety of methods, ranging from statistical or machine
learning to hybrid, have been used in different scenarios with various time hori-
zons and range of applications.

This work aims to apply an extensive comparison of regression models for
predicting energy load, investigate whether regression-based ensembles exhibit
better performance compared to individual learners and, if so, identify the time-
frames where these improvements occur. The work has the following structure:
after this short introduction, an indicative part of the literature so far is pre-
sented. Next, the methodology and the experimental setup and procedure are
introduced. Then, results of the comparison of 24 regression methods for pre-
dicting the energy load in 5 different time horizons follow, in contrast with a
presentation of outputs of a variety of potential ensemble regressors. Finally, an
evaluation of the findings of the work along with a brief report of its possible
future extensions are outlined.

2 Related Work

In the contemporary social context, the demand for accurate forecasts on energy
system load seems more relevant than ever. The growing interest in the subject
from the scientific community has led to the publication of numerous papers. This
chapter is an attempt to present some of the recent research output. However,
this multitude of works, together with the fact that the space is - justifiably -
limited make this report just an indicative starting point for the reader.

Regarding regression methods, multiple linear regression (MLR) has been
used in big data to predict energy load over a 7-day horizon using three-year
historical data [5]. The use of support vector regression (SVR) in energy problems
is also relatively common, mainly due to the fact that these methods identify
global minimums rather than local ones, and so, in certain tasks, they appear
superior to many, even state-of-the-art, machine learning methods, such as artifi-
cial neural networks (ANNs) [6]. In [7], the SVR is used for peak load prediction
using both historical load values and the corresponding meteorological data. A
combination of SVR and empirical mode decomposition (EMD) is used in [8] to
predict energy load, both in terms of extensive geographic coverage and indi-
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vidual buildings, while in [9], the method is utilized in conjunction with feature
selection, exploiting the national energy load data of Great Britain and France.
Deep learning techniques are also quite popular. In [10], sequence-to-sequence
recurrent neural networks with attention mechanism are used to predict the
energy load at different time horizons, while in [11], metaheuristic-search-based
algorithms are used to find the optimal or relatively optimal values for tuning
the hyperparameters of long short-term memory architectures (LSTMs). Feed-
forward deep neural networks (FF-DNNs) and recurrent deep neural networks
(R-DNNs) architectures are compared in [12] on short-term scenarios, while
deep neural network (DNN) - based load forecasting models are proposed for
short-term forecasts in [13]. A combination of convolutional and recurrent neu-
ral networks is presented in [14], comparing it with linear regression and SVR
in one-day horizon forecasts, using historical and meteorological inputs. LSTM
and gated recurrent unit (GRU) networks are used with different configurations
in [15] for a two-month horizon forecast. Also, a comparison of LSTMs with
the classic auto-regressive integrated moving average and exponential smoothing
methods in a small-scale residential scenario of 12 households is presented in
[16].

Works comparing classic machine learning methods in terms of their per-
formance in the problem of predicting energy load are presented in [17], in [18],
and in [19]. In [20], the auto-regressive integrated moving average (ARIMA), SVR
and tree-based regression, are compared in a household load prediction scenario,
while in [21], an LSTM model using feature selection and genetic algorithm is
compared with 7 well-known machine learning algorithms in scenarios of a num-
ber of different time horizons. In addition, [22] presents a comparison of eight
neural network-based methods in a short-term load forecasting scenario.

Regarding ensemble methods, such schemes combine a finite number of mod-
els in order to formulate the final output. They are used due to their robust-
ness and increased accuracy [23], despite the difficulty of their production and
the increase in computational costs. Ensembles, given accurate and diverse con-
stituents [24], and bearing in mind the inevitable trade-offs [25], tend to gener-
alize better than individual learners [26]. Thus, the use of ensembles has been
suggested for various forecast scenarios, such as pandemic [27], stock market [28],
and weather forecasts [29]. In [30], a review of the relevant literature regarding
ensemble methods in regression problems is presented. Regarding the use of en-
semble methods for energy load forecasting, one can likewise mention a number
of related works. Some of them exploit the use of LSTMs in combination with
other modern techniques, such as fully connected cascade (FCC) networks [31],
ARIMA [32] and MLR [33]. SVR-based ensembles using a sub-sampling strategy
that ensures the diversity of the base learners are presented in [34], while a mod-
ified version of passive aggressive regression (PAR) for online load forecasting is
presented in [35]. Regarding regression tree methods, a scheme based on multiple
regression trees (CART) is presented in [36], while gradient boosting regression
tree ensembles are examined in contrast to statistical methods in [37].
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In summary, all of the above show that both a thorough comparison of a large
number of regression models over the energy load forecasting problem and the
creation of ensembles based on such schemes are both useful and complement
the existing literature.

3 Experimental Setup

We proceed to sketch the experimental process. Below, the raw input as well as
the construction of the final data set used, the base learners tested, the formal-
ization according to which the ensembles were formed and the evaluation metrics
will be presented.

3.1 Data

The raw data contains Greek hourly energy system load records ranging from
30 November 2020 to 13 November 2021 [38]. A 24-hour rolling average was

Fig. 1. Modified input time series and target data per time-shift

applied to the initial time series, and then a weighted value was exported as
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representative of each day. Thus, a new normalized daily time series was created,
a component on which the experiments were performed. Then, on the newly
formed time series, a rolling mean procedure was applied again for 7-day, 14-
day, and 30-day windows.

From the variants of these 4 extracted time series, a variety of input data
was created, which consisted of the univariate version and 7 additional multivari-
ate combinations of the individual aforementioned time series. The experiments
were performed over 5 time horizons: one-day, 7-day, 14-day, 21-day, and 30-day
forecast frames. Based on the prediction time step, works can be characterized as
short-term, medium-term or long-term. Thus, the present work is about medium-
term predictions. Figure 1 depicts the processed time series used in terms of the
corresponding prediction time-shifts.

3.2 Algorithms

It has already been mentioned that - in this work - the forecast scenario has
been standardized and treated as a regression problem. So, at first, comparisons
were made between the individual regression methods and their possible per-2
groupings, the results of which were then used to investigate possible ensembles
that exploit triads of the best-performing algorithms. In terms of individual
models and base learners, a total of 24 regression methods were utilized. Table
1 contains both the names of the algorithms used together with their respective
abbreviations, as well as the reference papers, since it is practically impossible
to present them within the limits of the present work.

Table 1. Algorithms

Abbr Algorithm Abbr Algorithm

1 ada AdaBoostRegressor[39] 13 las LassoRegression[51]
2 ard AutoRelevanceDetermination[40] 14 lar LeastAngleRegression[50]
3 cat CatBoostRegressor[41] 15 lgbm LightGradientBoost[52]
4 dt DecisionTreeRegressor[42] 16 lr LinearRegression[53]
5 en ElasticNet[43] 17 mlp MultiLevelPerceptron[54]
6 et ExtraTreesRegressor[44] 18 omp OrthogonalMatchingPursuit[55]
7 xgb ExtremeGradientBoosting[45] 19 par PassiveAggressiveRegressor[56]
8 gbr GradientBoostingRegressor[46] 20 rf RandomForestRegressor[57]
9 hub HuberRegressor[47] 21 rsc RandomSampleConsensus[58]
10 knn KNeighborsRegressor[48] 22 rid RidgeRegression[59]
11 kr KernelRidge[49] 23 svr SupportVectorRegression[60]
12 llar LassoLeastAngleRegression[50] 24 tr TheilSenRegressor[61]

The pycaret python library [62] was utilized to conduct the experiments. All
examined ensembles were formed under a simple low-cost scheme that produces
the final prediction by averaging the outputs of base regressors fit on the training
set.
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3.3 Metrics

The results were evaluated according to the following 6 metrics: mean squared
error (MSE), root mean square error (RMSE), root mean squared logarithmic
error (RMSLE), arithmetic mean of the absolute errors (MAE), mean absolute
percentage error (MAPE) and the coefficient of determination R2. The formal-
izations could not be presented here due to space constraints. A more detailed
description of the structure of the metrics used and how to interpret them can
be found in [63].

4 Results

In total, more than 8 data setups x 300 algorithmic setups x 5 time-shifts = 12000
experimental loops were performed over different data set splits. Due to the size
of the results, only a very small part of them was chosen to be presented. Specifi-
cally, the results will contain the 5 algorithm schemes with the best performances
per metric, regardless of whether they are individual or ensemble methods. This
arrangement was formulated after Friedman [64, 65] ranking tests produced over
the metric data of each method. Tables 2, 3, 4, 5 and 6 contain the results
grouped by prediction time-frame. A much larger portion of the results can be
found at shorturl.at/fvOP9. It should be noted that, in the results presented,
the values of the metrics refer to the corresponding scores of their Friedman
rankings.

Table 2. Friedman Rankings (shift=1)

Method MAE Method MAPE Method MSE

1st tr 7.625 tr 7.25 tr 7

2nd tr+gbr+omp 12 tr+gbr+omp 12.25 tr+gbr+omp 14.375

3rd tr+lgbm+omp 18.125 tr+lgbm+omp 17.75 tr+lgbm+omp 16.625

4th hub+rsc+gbr 22.125 tr+rsc+gbr 21.75 tr+par 21.625

5th tr+rsc+gbr 22.375 hub+rsc+gbr 22 par+gbr+omp 24.75

Method R2 Method RMSE Method RMSLE

1st tr 123 tr 7 tr 6.375

2nd tr+gbr+omp 115.625 tr+gbr+omp 14.375 tr+gbr+omp 14.25

3rd tr+lgbm+omp 113.375 tr+lgbm+omp 16.625 tr+lgbm+omp 16.125

4th tr+par 108.375 tr+par 21.625 tr+par 22.25

5th par+gbr+omp 105.25 par+gbr+omp 24.75 tr+hub 24.5

From the Friedman ranking tables, in each of the time horizons examined, the
relative efficiency of the ensemble methods can be observed. Overall they appear
to occupy the top positions in the rankings, losing only to Theil-Sen Regressor in
the first two time-shifts investigated. Regarding longer prediction steps, ensem-
bles prevail. This apparent superiority in scenarios involving longer time-frames
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Table 3. Friedman Rankings (shift=7)

Method MAE Method MAPE Method MSE

1st tr 4.5 tr 4.375 tr 4.75

2nd tr+hub 8.375 tr+hub 8.875 tr+hub 7

3rd tr+par 9.5 tr+hub+rsc 9.125 tr+par 8.125

4th tr+hub+rsc 10.5 tr+par 9.75 tr+par+hub 9.125

5th tr+par+hub 11.125 tr+par+hub 11.375 tr+hub+rsc 11.75

Method R2 Method RMSE Method RMSLE

1st tr 125.25 tr 4.75 tr 4.875

2nd tr+hub 123 tr+hub 7 tr+hub 6.875

3rd tr+par 121.875 tr+par 8.125 tr+par 8.5

4th tr+par+hub 120.875 tr+par+hub 9.125 tr+par+hub 9.25

5th tr+hub+rsc 118.25 tr+hub+rsc 11.75 tr+hub+rsc 11.25

Table 4. Friedman Rankings (shift=14)

Method MAE Method MAPE Method MSE

1st tr+rsc+gbr 22.125 tr+rsc+gbr 20.625 rsc+omp 23

2nd rsc+omp 22.625 rsc+omp 22.75 tr+rsc+lgbm 25.125

3rd tr 26 tr 24 tr+rsc+omp 26.875

4th tr+rsc+lgbm 26.375 tr+rsc+lgbm 24.5 tr+rsc+gbr 27.25

5th tr+hub+rsc 28.5 tr+hub+rsc 25.875 hub+rsc+omp 28.5

Method R2 Method RMSE Method RMSLE

1st rsc+omp 107 rsc+omp 23 rsc+omp 22.125

2nd tr+rsc+lgbm 104.875 tr+rsc+lgbm 25.125 tr+rsc+lgbm 23.75

3rd tr+rsc+omp 103.125 tr+rsc+omp 26.875 tr+rsc+gbr 26.125

4th tr+rsc+gbr 102.75 tr+rsc+gbr 27.25 tr+rsc+omp 26.25

5th hub+rsc+omp 101.5 hub+rsc+omp 28.5 tr 26.75

Table 5. Friedman Rankings (shift=21)

Method MAE Method MAPE Method MSE

1st tr+par+gbr 18.625 tr+par+gbr 19 tr+par+gbr 20.5

2nd par+hub+gbr 18.875 par+hub+gbr 20.125 tr+rsc+omp 20.625

3rd tr+hub+gbr 20.5 tr+hub+gbr 21.25 par+hub+gbr 22.25

4th tr+rsc+omp 25.25 tr+rsc+omp 25 tr+hub+gbr 23.875

5th tr+par 27.625 tr+par 25.875 tr 26.125

Method R2 Method RMSE Method RMSLE

1st tr+par+gbr 109.5 tr+par+gbr 20.5 tr+rsc+omp 20

2nd tr+rsc+omp 109.375 tr+rsc+omp 20.625 tr+par+gbr 21.625

3rd par+hub+gbr 107.75 par+hub+gbr 22.25 tr 22.75

4th tr+hub+gbr 106.125 tr+hub+gbr 23.875 par+hub+gbr 23.625

5th tr 103.875 tr 26.125 tr+par 24.625
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Table 6. Friedman Rankings (shift=30)

Method MAE Method MAPE Method MSE

1st tr+rsc+omp 19 tr+rsc+omp 18.75 tr+rsc+omp 20.25

2nd hub+rsc+lgbm 22.75 hub+rsc+lgbm 21.75 hub+rsc+lgbm 24.375

3rd tr+par+rsc 24.5 tr+par+rsc 23.625 tr+rsc+llar 25.625

4th rsc+omp 25.125 tr+rsc 23.75 tr+par+lgbm 26.625

5th tr+rsc 26.5 tr+par+gbr 25.125 rsc+omp 27.25

Method R2 Method RMSE Method RMSLE

1st tr+rsc+omp 109.75 tr+rsc+omp 20.25 tr+rsc+omp 20.5

2nd hub+rsc+lgbm 105.625 hub+rsc+lgbm 24.375 hub+rsc+lgbm 23.25

3rd tr+rsc+llar 104.375 tr+rsc+llar 25.625 tr+rsc+llar 26.25

4th tr+par+lgbm 103.375 tr+par+lgbm 26.625 tr+par+lgbm 26.375

5th rsc+omp 102.75 rsc+omp 27.25 tr 27

has come after an extensive comparison, first, of individual algorithms and, sub-
sequently, of their possible groupings. Although there are ensembles that seem
to dominate some of the scenarios, there is still no general predominance of a
particular one. However, further investigation of the efficient formations seems
to point to a prospect of clear conclusions regarding the proposal of a specific
methodology.

Fig. 2. Feature Importance per Time-Shift - Data Setup No8

Finally, figure 2 shows indicative representations of the feature importance
for each time-frame, regarding the Theil-Sen method and over the eighth setup
of the ones used, that is, the one that contained as input, in a multivariate layout,
all the versions of the modified time series produced. It can be observed that
in longer-range forecasts, the predictive importance of the smoothed input time
series created by the use of wider rolling averages increases. This indicates that
during the forecasting methodology set up, the creation of possible variations of
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the data set given, with such appropriate preprocessing, may increase efficiency
in the long run.

5 Discussion and Future Work

Concluding, in this work, the use of regression ensembles to forecast the Greek
energy system load was investigated. Ensembles consisting of 2 or 3 base learners
were implemented, forming combinations from a total of 24 regression methods,
regarding 5 prediction time-frames. Weighted versions of the raw data were used
as input in both univariate and multivariate configurations. Results show that,
as the time horizon grows, ensemble methods seem to dominate, implying that,
in longer prediction time steps, their use can be beneficial.

The exported results suggest that future extensions of the present work could
relate to the use of more complex grouping schemes over even longer forecast
time horizons and larger data sets. In addition, the continuation of the exper-
iments towards an extensive presentation of the results creates the possibility
of formalizing specific ensemble schemes. Lastly, additional information such as
meteorological factors or season regularities could be used in such weighted mul-
tivariate settings to improve the predictive effectiveness of the models.
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