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Abstract. The most recent research on hundreds of financial institu-
tions uncovered that only 26% of them have a team assigned to detect
cross-channel fraud. Due to the developing technologies, various fraud
techniques have emerged and increased in digital environments. Fraud
directly affects customer satisfaction. For instance, only in the UK, the
total loss of fraud transactions was £1.26 billion in 2020. In this paper,
we come up with a Gradient Boosting Tree (GBT)-based approach to ef-
ficiently detect cross-channel frauds. As part of our proposed approach,
we also figured out a solution to generate training sets from imbalanced
data, which also suffers from concept drift problems due to changing
customer behaviors. We boost the performance of our GBT model by
integrating additional demographic, economic, and behavioral features
as a part of feature engineering. We evaluate the performance of our
cross-channel fraud detection method on a real banking dataset which is
highly imbalanced in terms of frauds which is another challenge in the
fraud detection problem. We use our trained model to score real-time
cross-channel transactions by a leading private bank in Turkey. As a re-
sult, our approach can catch almost 75% of total fraud loss in a month
with a low false-positive rate.

Keywords: Gradient Boosting Tree · Cross Channel Fraud · Concept
Drift · Imbalanced Data.

1 Introduction

Frauds are an inevitable loss for banks and financial institutions. Banks lose
reputation and money as a result of fraudulent transactions since customers
give importance to reliability when choosing the bank to keep their money. The
number of fraudulent transactions and the amount lost due to fraud tend to
increase each year. When fraudulent transactions which are taking place all over
the world are analyzed, the financial cost of fraud in 2021 is £4.37 trillion [9]
which was £3.89 trillion [8] in 2019. The method used by fraudsters also change
over time. The most common techniques are phishing, social engineering, verbal
persuasion, and computer viruses like Trojan. The total loss of fraud transactions
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in the UK alone in 2020 is £1.26 billion. Among these fraudulent transactions,
38% of them are performed by remote banking, 45% of them by credit card,
whereas 16% of them are performed by social engineering.

For the remote banking, the total amount of fraud loss was £197.3m in 2020.
However, when the first six months of 2020 and 2021 are compared, the amount of
loss advanced from £79.7m to £133.4m which marks an increase of 67%. Remote
banking has three subcategories which are internet banking, mobile banking, and
telephone banking. The number of fraudulent transactions in telephone banking
has been decreasing over the years. From 2020 to the first six months of 2021,
the number of transactions was decreased by 50%. In 2020 the total financial
cost of social engineering fraud methods was £479m. However, when the first
six months of 2020 are analyzed, the amount is observed as £207.8m, and when
the first six months of 2021 are examined, 71% of the increase is detected, which
brings the number up to £355.3m [18, 19].

Fraudsters prefer to use remote banking channels with social engineering
techniques to persuade victim customers. According to the statistics taken from
our real dataset from a private bank in Turkey, more than 40 million transactions
take place in each month. However, only around 800 transactions are labeled
as fraud. The ratio of fraud transactions is approximately 0.002. Besides that,
most academic works used synthetic or static datasets. This kind of work is
not applicable to realistic scenarios. In this case, the main dilemma is that fraud
methods and customer behaviors are evolving over time, but the model is trained
with only synthetic or static data [12].

The concept drift and highly imbalanced data problems are dominant in the
detection of channel frauds and need to be targeted with caution. The transac-
tions from accounts and channels form a highly imbalanced dataset, including
very few fraud transactions and many more legitimate ones. To solve this prob-
lem, various methods were employed, namely undersampling [20] and oversam-
pling [3]. However, these techniques are still problematic because the underlying
dataset is exceedingly imbalanced, and instances of the dataset individually carry
important information (such as transactions belonging to the same account or
customer).

In this study, we have experimented with different equalization techniques;
transaction-based, account-based, and customer-based to alleviate the imbal-
anced data problem. Furthermore, most of the traditional machine learning al-
gorithms may easily be overwhelmed by the majority class in imbalanced data,
leading to higher misclassification rates on the minority classes. To overcome this
issue, we introduce boosting models such as gradient boosting trees (GBTs). We
employ GBT in our study, in which the key idea is to ensemble weak decision
trees, is a commonly used machine learning method for binary classification on
the imbalanced data. In summary, the contributions of this paper are as follows:

– Our approach supports multiple transaction channels and is capable of de-
tecting frauds between cross-channels.

– Our approach employs feature engineering, concatenating transaction details
with customers’ demographic and financial information.
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– Our approach does not need any additional maintenance, the auto train
algorithm will generate the training set from historical data, and will retrain
the model. Our method will be applicable in realistic scenarios since: 1- An
automated training mechanism helps to adapt to new behaviors of account
holders and fraudsters, 2- Real data has all fraudsters and customer habits
so our approach will not struggle with aging, 3- We generate training sets
according to sampling method, which balances out the data and improves
the performance of the model.

This paper is organized as follows: Section 2 discusses the related work. Sec-
tion 3 gives the methodology for generating the training set, feature engineering,
and the remaining details of our study. The performance of feature engineering
techniques of GBT models for extremely imbalanced data is discussed in Sec-
tion 4 in detail, which is followed by the conclusion section.

2 Related Work

The cross-channel fraud detection systems have to deal with two main issues:
binary classification on an imbalanced dataset and handling the concept drift. In
this section, in addition to providing a brief overview of the aforementioned prob-
lems, we also discuss some of the existing applied approaches to fraud detection
for other types of transactions, including credit card.

There are many commercial solutions developed to protect financial organiza-
tions and their customers from fraudsters, and many academic works have been
developed in this area. FICO is one of the market leaders in this area, with many
kinds of software solutions. Most of the products try to catch fraud transactions
according to the outputs of the rule-based algorithms. The rule-based algorithms
are effective, although they are incapable of capturing the dynamically-changing
fraudsters’ strategies over time. To provide sustainability, rule-based systems
are required to provide a periodic maintenance and detailed analysis to modify
the rules and their conditions, which requires a significant amount of human ef-
fort. Additionally, the most recent research shows that only 26% of all financial
institutions have a team allocated to detect cross-channel frauds [17].

In the literature, only a few number of studies have focused on the concept
drift problem in fraud detection task. For example, [5] proposed a method based
on a sliding window and an ensemble of classifiers to overcome this problem in the
credit card fraud detection. In another study, a fraud detection system based on
a concept drift management approach has been presented to retain new concepts
on the transaction streams using the cardholder profiles [11]. However, both of
these studies have been evaluated on synthetic datasets due to the unavailability
of the real benchmark datasets. In this study, we used an approach for the
generation of an automatic training set, which will be explained in detail later,
to adapt to the drifts on the data as much as possible. The conventional fraud
detection systems are developed using the previously known fraud transactions
and cannot easily adapt to concept drift.
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Moreover, another frequently encountered problem in real-world tasks is
learning from imbalanced data for binary- or multi-class classification, where the
models are trained on a dataset with an imbalanced distribution of classes [21].
Imbalanced Data, in real-world applications suffer from class imbalance prob-
lem. A predictive model trained on imbalanced data tends to correctly predict
the majority class samples and to misclassify the samples from minority classes.
Therefore, several studies have proposed different approaches to select a subset
of training data principally for binary classification in fraud detection. For ex-
ample, [14] demonstrated how the class distribution in the training set affects
the performance of credit card fraud detection. In their experiments, training
sets with varying the number of fraudulent transaction distributions from 10%
to 90% for each month were utilized to generate a meta-learning model. They
obtained the most appropriate performance on the reduction of prediction loss
and training time with a 50%− 50% class distribution. [2] showed how the per-
formance improves when the majority class is undersampled on the training set.
On the other hand, some studies have employed account-based undersampling
methods for the construction of the training set [10]. In this work, we also com-
pared transaction- and account-level undersampling strategies by equalizing the
counts of fraudulent and legitimate transactions while making sure that all the
transactions of both types cover the same time interval in the training sets. Sim-
ilarly, we use undersampling as a solution to the imbalance problem. However,
instead of randomly undersampling data, we generate a training set by equaliz-
ing fraudulent and legitimate credit card counts, and transactions of each credit
card cover the equal time range [1]. We applied this solution to our problem,
instead of credit card count, we instead tried to equalize fraudster and legiti-
mate account counts. Additionally, this structure was tested with different ratios
between a swindler and reliable account counts.

Feature Engineering in real-time transactions, customer behaviors are cru-
cial, and their habits can evolve over time. To minimize the error that arises from
behaviors [6], the features such as "familiar device", "is account whitelisted or
blacklisted", and "is device used for another account before" are integrated to
the main transaction dataset. Additionally, to detect more accurate behavioral
data, we have also included historical maximum and minimum credit scores,
customer age, and financial age [15]. Furthermore, combining transactions with
commercial or individual customer-type flags has improved the model’s predic-
tion performance in a positive way.

Another cross-channel fraud detection framework [12] proposed a graph anal-
ysis extracted from realized transactions in real-time. Their analysis examines
the shortest paths between transactions and strongly-connected components in
the transaction graph to detect fraudulent transactions. Another work applies a
recurrent neural network [13] for cross-channel fraud detection. In the literature,
there are not many examples of GBTs for the detection of cross-channel frauds.
In this paper, we come up with a GBT model which is capable of generating
a prediction score for each transaction that is from internet banking, mobile
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banking, ATM, and telephone banking. We mainly employ GBTs as they have
outperformed the other boosting algorithms.

3 Methodology

In this section, we first give an overview of our study by defining its compo-
nents. Then, we give details of our generating training set algorithm, feature
engineering, encoding mechanism, and training algorithm, which is GBT.

3.1 Overview of the Study

Two main phases are included namely, offline algorithm training, and real-time
fraud detection on incoming transactions. During the offline training phase, ini-
tially, a training set is composed by the mechanism, which is explained in Sec-
tion 3.2. After building a training set, a GBT model is trained. In the real-time
detection phase, transactions and their metadata are fed to apply pre-processing
steps, i.e., data sanitization and handling the missing values. Afterwards, it is
tried to match the receiver customer identity from the receiver account number
if the customer identity is not known. Subsequently, the pipeline will extract
demographic, economic, and behavioral features for the sender and receiver and
merge them with the main data. The encoder will handle the categorical string
values and convert them to the encoded integer to feed the trained GBT model.
Finally, the model generates a score for each transaction to classify them as fraud
or not. The real-time detection pipeline is illustrated in Figure 1.

Fig. 1. A flow of a transaction in the study.

3.2 Generating Training Sets

We experimented two types of data balancing mechanisms, which are transaction-
level and account-level. In transaction-level balancing, we pick all the fraudulent
transactions within a time frame and randomly select the same number of trans-
actions from the legitimate ones. The fraudulent and legitimate transactions are
belong to the same customers who has been a sender or receiver of a fraudu-
lent transaction at least once during the time frame of the training set. For the
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account-level balancing, we employ the technique used by [21]. If at least one
transaction is identified as a fraudulent transaction in a given time range, we get
all transactions of the receiver and sender of the fraudulent transaction and la-
bel them as fraudulent accounts. If any customer has no fraudulent transaction,
then we denote the sender and receiver customers as legitimate accounts. We
equalize the number of fraudulent and legitimate accounts and create a training
set from their transactions. Even though, it still results in a high-class imbalance,
it preserves the patterns while decreasing a lot of initial imbalance [21].

For testing, we equalize fraudster and legitimate accounts with different ra-
tios. Because higher sampling of legitimate accounts will increase the diversity
of legitimate transactions in the training set, and as a result, it is believed to
improve model performance on detecting non-fraud transactions.

The generation of a training set is automated in our study so that it can
create new training sets and train new models by itself as time passes. Since
the performance of a model decreases over time due to concept drift caused by
a change in the behavior of account holders and/or fraudsters, this automation
mechanism helps to adapt to new behaviors and prevents a dramatic decrease
in prediction performance.

3.3 Feature Engineering

The metadata of any cross-channel transaction contains numerical, categorical,
and textual information. All related data is embedded in a feature vector, and
this vector is fed to the model to get the prediction for the transaction. The tex-
tual fields may contain more than one different value. These fields are parsed to
extract features. For instance, a feature, which indicates belonging to a blacklist
or white-list of a customer, is fed the model with the value "1" and "0". The
parsed fields refer to "1" for blacklist and "0" for white-list. Another example
is a field containing "AZ" which means "A" for a device like ATM, and Z for
login duration, which indicates more than 29 minutes. The Model uses numer-
ical fields as they are, but they are encoded as categorical fields. More detail
for encoding is given in Section 3.4. In addition, demographic, economic, and
behavioral features for the receiver and sender of a transaction are added. For
instance, features like customers’ age and financial age are some of the features
which belong to demographic information. Credit scores, client types, and his-
torical payment habits are also included to estimate the fraud probability of a
transaction. They are called as behavioral features. After we determine the pre-
liminary model features, the GBT model is trained with behavioral, economic,
and demographic features. We also studied the feature importance.

3.4 Encoding

As mentioned above, transaction data has text and numeric values. The model
can be fed directly by numeric values, although text values need to be encoded.
As an encoding method, we preferred a label encoder. A dictionary, which con-
tains a mapping for text and its corresponding encoded value, is created from the
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history of each encoded features of the dataset. The encoded list is composed in
ascending order of feature values. For the real-time encoding, the value -9999 is
added as a response to all unseen values. This provides continuity for a real-time
scoring mechanism.

4 Experiments

Our proposed approach is focused on detecting fraudulent transactions on cross-
channel operations by using GBT models. Various decision tree algorithms are
tested during the research period of our study. However, XGBoost [4] beats
Random Forest, and also Decision Tree Classifier. The following section describes
the experiments and gives detailed results of our study.

4.1 Experimental Setup

The experiments are performed on a real dataset of a private bank in Turkey.
The dataset is divided into two mainframes which are the training set and the
test set. The data of the test set includes 6 months of channel transactions
from May 2021 to October 2021. During the test set period, out of more than
260 million transactions, around 4000 of them were a fraud. Month by month
detailed explanation is given in Table 1.

Table 1. The legitimate and fraudulent transaction counts of test sets used in experi-
ments.

Test Set Name Trx CNT Fraud CNT Ratio
202105 40013025 644 0.0016%
202106 40867466 670 0.0016%
202107 42121304 690 0.0016%
202108 44368519 951 0.0021%
202109 46337966 826 0.0018%
202110 48144671 863 0.0018%

Table 2. The legitimate and fraudulent transaction counts of training sets used in
experiments.

SetID Trx CNT Fraud CNT Ratio Sender Cust. CNT Fraud Sender Cust. CNT
A 1634587 10394 0.6359% 20475 10237
B 13339287 10394 0.0779% 204619 10237
C 15532174 11357 0.0731% 223668 11191

For composing the training set, three different strategies are examined. Let’s
say, the first one is called A, which has an equal number of fraudulent and
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legitimate accounts in the given time frame. The time range of set A is 16 months
and contains data from December 2019 and up to May 2021. Another set, which
is B, contains 19 times more legitimate transactions than fraudulent transactions
for the same time range as A. The set C is generated with the same algorithm
as the B but the time range is from March 2020 to August 2021. Comparison
between set A and B indicates the importance of the undersampling method of
data. The only difference between sets B and C is the time range difference. The
detailed explanation of training sets is given in Table 2.

4.2 Evaluation Metrics

In most regression and classification problems, the error rate is the most com-
monly preferred success measurement metric to compare the performances of
different algorithms. However, the error rate calculation may fail to provide
the correct performance measure in such imbalanced datasets. In addition, the
minimization of the error rate during learning may not improve Wilcoxon-Mann-
Whitney statistics (or AUC scores). Therefore, AUC measures such as the area
under the receiver operating characteristics curve (AUROC) is better-suited eval-
uation metric of binary classification with imbalanced data. Similar to the mar-
ket leader as FICO, we used Account Detection Rate (ADR), Real-Time Value
Detection Rate (RTVDR), and Non-Fraud Transaction Review Rate (NFTR)
in our evaluation metrics [7]. The ADR indicates the rate of identified swindler
accounts compared to total fraud accounts. The RTVDR refers to the rate of
detected fraud amount compared to the total fraud amount. The NFTR is cru-
cial because it directly expresses the rate of non-fraud transactions which are
marked as fraud.

4.3 Results

This part includes results and charts from experiments related to generating
training sets for extremely imbalanced and dynamically changing data. Fur-
thermore, feature engineering and the combined performance of all studies are
described below.

Training Set Ratio We need to create new dataset by combining fraudster
and legitimate accounts with a predefined ratio, because if all the dataset is
fed to a training algorithm without any adoption, the model is prone to predict
all transactions to non-fraud. Our sampling method contains the ratio between
legitimate and swindler accounts. First of all, the equal number of accounts
from both sides, which is Set A described in Section 4.1 were selected. Set B
contains 19 times more legitimate customers during the time interval, which is
December 2019 up to May 2021. This optimized ratio was found according to
various experiments. The detailed results for test sets are given in Figure 2. And
models trained with those sets tested with the transactions which came to our
banks channels during May, June, and July 2021.
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Fig. 2. Containing 19 times more transactions from legitimate customers dramatically
increase detection rate.

Concept Drift As described above, customer behaviors also change over time.
As a result of behavioral changes, the performance of the model will decrease
slightly over time. In other words model becomes obsolete. To prevent aging
of a training model as well as adopting the models performance to changing
customer behaviors, training process should be renewed and model should be
updated accordingly. In this way, the retrained model will compensate for those
performance degradations. While the data between December 2019 and May
2021 is included in set B, the data between March 2020 and August 2021 is
included in set C. Both models were tested with transactions of August and
September 2021. The proof of concept drift is clearly shown in Figure 3 and 4.
As the result shows clearly, if the older model used in test sets, will have less
ADR in the same level of NFTR. The decrease in ADR is dramatically seen in
the upcoming months September 2021.
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Fig. 3. A detailed result to demonstrate
the Concept Drift of August 2021.
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Fig. 4. A detailed result to demonstrate
the Concept Drift of September 2021.
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Demographic, Economic And Behavioral Features The benefit of demo-
graphic, economic, and behavioral features are helpful to characterize customer
habits. As an economic feature, we added customers’ previous credit scores from
the credit bureau of Turkey. Historical credit scores are included as new features
up to 12 months from the transaction date. This is a good indicator of senders’
and receivers’ personal economic situations. The detailed results and proof can
be found in Figure 5. Added features are explained in Table 3.

Table 3. Demographic, and Economic features.

Feature Name Description Category
Account Branch Branch Location of Account Demographic

Client Type Client Type (Commercial/Individual) Demographic
Customer Age Customer’s Age Demographic
Financial Age Customer’s Financial Age Economic

Max & Min Credit Scores Monthly historical max & min credit scores Economic

Feature Importance To optimize features of the model we analyzed integrated
feature importance methods of XGBoost. Highly ranked features are chosen ac-
cording to [4]. This methods contains different approaches for feature importance
analysis including cover, gain, total cover, total gain, and weight. All of them are
blended and created a finalized optimized feature list for the model. Adding de-
mographic features to the raw attributes of transaction gives us a data set with
172 features. We sorted them by descending order for each feature importance
method, and take the union of the first 70 features in each list. The resulted
feature list contains 96 features. The performance comparison between models
can be inspected in Figure 6.
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Fig. 5. An in-depth analysis of demo-
graphic, economic and behavioral fea-
tures.
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mance is investigated both 96 and 172 fea-
tures for May 2021.
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To sum up, when we combine all techniques above, the overall fraud loss
amount detection performance of the model with a low false-positive rate is
shown in Figure 7.
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Fig. 7. The model’s overall fraud amount detection performance for August, Septem-
ber, and October 2021

5 Conclusion

As a consequence of the emerging technologies, the variety of transaction chan-
nels has increased, but only 26% of financial institutions are tracking the frauds
in their transaction channels [16]. Our proposed model tracks and scores the mon-
etary transactions to indicate the possibility of fraudulent transactions from the
cross channels in real-time. An AI-powered software solution is provided for the
outcome of rarely occurred fraudulent transactions, which properly handles the
imbalanced class and concept drift problems. Our model detects cross-channel
frauds quite accurately over real banking datasets. It can catch almost 75% of
total fraud loss with a low false-positive ratio and overcome aging with con-
tinuous training. The proposed learning strategy and trained algorithm will be
integrated to live system, and our solution will become a good candidate com-
pared to conventional rule-based solutions which require constant maintenance
and analysis.
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