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Abstract. The COVID-19 pandemic has created significant restrictions
to passenger mobility through public transportation. Several proximity
rules have been applied to ensure sufficient distance between passengers
and mitigate contamination. In conventional transportation, abiding by
the rules can be ensured by the driver of the vehicle. However, this is
not obvious in Autonomous Vehicles (AVs) public transportation sys-
tems, since there is no driver to monitor these special circumstances.
Since, AVs constitute an emerging mobility infrastructure, it is obvious
that creating a system that can provide a sense of safety to the pas-
senger, when the driver is absent, is a challenging task. Several studies
employ computer vision and deep learning techniques to increase safety
in unsupervised environments. In this work, an image-based approach,
supported by novel Al algorithms, is proposed as a service to increase the
COVID-19 safety rules adherence of the passengers inside an autonomous
shuttle. The proposed real-time service, can detect deviations from prox-
imity rules and notify the authorized personnel, while it is possible to be
further extended in other application domains, where automated prox-
imity assessment is critical.

Keywords: Autonomous Vehicles - Public Transportation - Neural Net-
works - Image Processing

1 Introduction

Public transportation systems progressively adopt the concept of autonomous
mobility as a service (MaaS) [2]. However, the transition to fully autonomous
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public vehicles is not seamless and several obstacles arise in the real-world. With
the rapid and continuous spreading to this day, COVID-19 is without doubt one
of these obstacles. Although urban travel has declined across the globe, pub-
lic transportation is considered to be the sector that has gotten the hardest
hit, as indicated by survey-based data [9]. The phenomenon is caused due to
the sometimes-unavoidable closer contact that is observed between people using
public transportation vehicles or stations, leading to the impression of public
transportation being riskier than any other personal or private means of trans-
port. In addition, the fact that an infected with COVID-19 passenger can con-
taminate many more before even showing any symptoms [7], [4] is especially
troublesome for public spaces. Some of the factors that can lead to a high risk
of contamination in public vehicles and stations are listed below:

— Limited space for passengers. The risk of contamination increases in propor-
tion to the number of passengers that are confined in the limited space of the
vehicle or the station. Since the global pandemic arised, the level of discom-
fort associated with public transportation has been increased considering the
added risk of becoming infected by COVID-19.

— The inability to recognize passengers or workers who may be infected.

— The ease of transferring germs through multiple surfaces, like ticket ma-
chines, doors, handrails, or seats.

Nonetheless, there are ways that can mitigate the associated risk to the afore-
mentioned factors. Furthermore, the level of the contamination risk one takes
when traveling versus performing activities in public places, for example, is yet
to be determined, as several variables determine these levels in different sets
of environments. One of the most universally applied measure to prevent the
transmission of COVID-19 is physical or social distancing, which started as a
recommendation from the World Health Organization (WHO) so as to keep
a distance from another individual of at least 1.0 meter apart [12]. Although
other health organizations recommend keeping a physical proximity of two me-
ters, the original suggestion of WHO has been found to significantly reduce the
COVID-19 transmission [1]. Even though conflicting with the concept of public
transportation, social distancing is considered, to this day, the most important
non-pharmaceutical prevention measure for public transportation services, as
physical distancing strongly reduces the level of occupancy in vehicles and sta-
tions that serve travellers [10].

Up until now, many technology-based solutions have been proposed across
the globe to cope with the COVID-19 [8]. A lot of researchers are looking into
the fields of computer vision and deep-learning in order to develop solutions able
to reduce virus spread. New, but also existing state-of-the-art technologies are
employed for this purpose, tailored in specific applications to reduce COVID-19
propagation.

In this paper, we present an image-based approach, supported by novel Al
algorithms, as an end-to-end service to increase the COVID-19 safety rules ad-
herence of the passengers inside an autonomous shuttle. The proposed real-time
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service, can detect deviations from proximity rules and enable notifications to
authorized personnel. Moreover, we implement optimizations tailored to the Au-
tonomous Shuttles for reduced area and power consumption.

The main contributions of this work can be summarized as follows:

— We propose an end-to-end service based on deep learning, for automated
distance assessment in Autonomous Shuttles.

— We deploy the service on embedded devices and introduce smart techniques
such as adaptive inference to reduce the power consumption.

— We introduce a new dataset for passenger detection from overhead cameras
tailored on the environment of the Autonomous Shuttles

2 Related Work

Various countries track the location data of the suspected and infected individ-
uals using GPS technology. An assortment of different emerging technologies
that have a prime role in social distancing scenarios, including Wireless net-
works, smart devices, Global Positioning System (GPS), computer vision, and
deep learning, is proposed by Nguyen et al. [11]. Other studies exploit UAVs
and camera sensors for detecting large crowds [5]. So far, several progress has
been made in detecting the virus [6]. A study by Prem et al. [14] on the im-
pacts of social distancing upon stopping the virus transmission concluded that
it could slowly decrease the peak of the virus attack; however, social distanc-
ing remains an unpleasant step for many sectors of the economy. On the other
hand, researchers provide effective solutions employing surveillance videos in ad-
dition to computer vision, machine learning, and deep learning-based approaches
for measuring social distancing. A proposed framework by Punn et al. [15] em-
ploys firstly the YOLOv3 model for human detection and then the Deepsort
[23] approach for tracking the detected individuals, using both assigned ID in-
formation and bounding boxes. As for the dataset, the authors used a frontal
view dataset by an open image dataset repository and compared their results
with faster-RCNN [18] and SSD [24]. Another approach by Ramadass et al. [16]
implemented an autonomous drone-based model for social distance monitoring
by using a custom training dataset for the YOLOv3 [17] algorithm, comprised
of both front and side perspective frames of people. Opposed to the previous
approach by Punn, Ramadass’s does monitor face masks too, as the use of a
drone camera in conjunction with the YOLOv3 model helps in identifying the
physical distance, as well as monitoring individuals with masks in public, from
the frontal or side view. Sathyamoorthy et. al. [19] implemented their model for
detecting people who do not obey social distancing restrictions in crowded situa-
tions, using an autonomous robot with an RGB-D sensor and a lidar in order to
navigate among crowded places. Lastly, Pouw’s et. al. [13] proposed framework
constitutes a monitoring approach appropriate for social distancing.

Based on the reviewed literature, we have concluded that, even though a
considerable progress has been made for monitoring social distancing in public
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environments, most of the work done is focused on the side or frontal view
perspectives of the camera. Moreover, the aforementioned studies do not take
into account the impact of power consumption, as energy efficiency is one of the
most critical factors for the Autonomous Vehicles. In contrast, we provide an end-
to-end solution as a service, tailored to the Autonomous Shuttle environment,
with overhead camera perspective and low power consumption.

3 Methodology

Most of the aforementioned works focus on front and side view input for monitor
proximity in public outdoor places. In this work, we present a deep learning-
based distance assessment service using an overhead perspective, able to function
with high accuracy and low power-consumption into the confined space of an
autonomous shuttle. To overcome occlusion issues, we employ fisheye wide-angle
cameras with a top-down perspective. In this section, we present the datasets
used, followed by the network architecture. Finally, we describe the training
process and the post-processing steps.

3.1 Dataset

We collected and labelled a new dataset named CERTH - AVenue Overhead
Fisheye (C-AVOF). The new dataset contains frames and human objects in a
simulated shuttle environment, and also includes challenging scenarios such as
crowded rooms, various body poses, and various-light conditions. The camera
used for the data capture process is the D-Link DCS-4625 at 1080p resolution
output. During the annotation of this dataset, we used Deepsort [22] for track-
ing the individual passengers in the shuttle across multiple frames and thus
our dataset can be also used for additional vision tasks using overhead, fish-
eye images, such as video-object tracking and human re-identification. Also, for
evaluation purposes, some cherry-picked samples from the BOSS dataset [21]
were included, especially the scenarios from camera 5 and 7 with the top-down
overhead perspective.

3.2 Network Architecture

Inspired by RAPID [3], the passenger detection network consists of three stages:
the backbone network, the feature pyramid network (FPN), and the bounding
box regression network. The backbone network works as a feature extractor that
takes an image as input and outputs a list of features from different parts of
the network. In the next stage, we pass those features into the FPN, in order
to extract features related to object detection. Finally, at the last stage, a Con-
volutional Neural Network (CNN) is applied to each feature vector in order to
produce a transformed version of the bounding-box predictions (Figure 1).
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Fig. 1. An illustration of multiple convolutional layers and multi-dimensional matrices
such as the feature maps with 1024x1024 input resolution.

3.3 Training

We used the pretrained RAPiD weights on MW-R and HABBOF which we fine-
tuned by training on our custom dataset C-AVOF. Rotation, flipping, resizing,
and color augmentation are used in the training stage.

3.4 Post-processing

After the detection process, we used the bounding box coordinates in order to
compute the centroid. In order to calculate the distance between each bounding
box, we used the Euclidean distance formula. Each bounding box is connected
with the rest via distance line which represents the real-world distance, when
multiplied with a weight factor. The weight value is calculated via the cam-
era calibration process and takes into account various parameters such as the
position of the camera and the field of view.

3.5 Experimental Results

The experiments were performed on the Nvidia Jetson AGX Xavier platform
that features 512-core Volta GPU with Tensor Cores, 8-core ARM 64bit CPU
and 32GB 256-Bit LPDDR4x RAM. The camera system is the D-Link DCS-4625
panoramic fisheye camera with {/2.0 wide-angle panoramic lens and 5MP (2560
x 1920 @30fps) high-resolution video. Results in Table 1 indicate that RAPiD
at 608x608 resolution achieved the best performance and the fastest execution
speed on our dataset C-AVOF'. The averaged FPS value represents the execution
speed on the Nvidia Jetson AGX Xavier.

In Figure 2 and Figure 3, we can see the visualized results on unseen scenarios
from the BOSS dataset. The blue bounding boxes indicate the detections and the
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Table 1. Performance comparison of two state-of-the-art methods on our dataset C-
AVOF.

MW-R [3][HABBOF [8]|CEPDOF [3]|C-AVOF (ours)
FPS| APs APs AP AP
Tamura et al. [20] (608)| 5.8 | 77.4 86.1 59.2 77.6
RAPID (608) 6.5| 96.2 97.6 84.3 97.9

numbers represent the confidence of each detection. Red lines denote an unsafe
distance while lines in green a sufficient distance.

Handling reflections is still a challenge on certain scenarios, as also happens
in similar approaches. Passenger figures might appear to the windows of the
shuttle as reflections, especially when the lighting is low. To mitigate this issue,
a custom mask is applied on large reflective surfaces.

Fig. 2. Results on unseen scenarios from the BOSS dataset. Green lines represent a
safe distance while red lines an unsafe.

3.6 Adaptive Inference

As the service is able to report real-time metrics over the network to the AV-
ENUE dashboard, we exploit this bidirectional communication inside the shuttle
ecosystem, to enhance its awareness. By receiving useful data about the vehicle’s
state, such as the speed, the status of the door and the tires pressure, we can
reduce the power consumption and be more energy efficient by decreasing the
number of inferences, as Table 2 indicates. Figure 4 illustrates an overview of the
dashboard displaying metrics for various services inside the autonomous shuttle
ecosystem.
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Fig. 3. Results on an unseen crowded scenario from the BOSS dataset, with overlapping
detections
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Fig. 4. An overview of the dashboard displaying metrics for various services inside the
autonomous shuttle ecosystem.
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Table 2. Estimated power consumption between adaptive modes measured on Jetson
AGX Xavier using tegrastats utility.

Inference Frequency Power Consumption (Wh)
Continuous (real-time) 26.2
Adaptive (crowded-multiple stops) 14.7
Adaptive (average) 11.4

4 Conclusions

In this paper, we present a deep learning approach deployed as a real-time service
that can detect deviations from proximity and enable notifications to authorized
personnel. As a backend, we are using a pre-trained RAPiD [3] model for hu-
man detection and perform fine tuning on our C-AVOF dataset to improve the
performance. The model outputs bounding box coordinates that we are using
to compute their centroids. By applying the Euclidean distance formula, we are
able to compute the pairwise distances for each bounding box. In order to detect
proximity violations between passengers, we transform the pixel distance into
the real distance by multiplying with a weight value that is defined via camera
calibration. Experimental results indicated that the service efficiently identifies
passengers with unsafe proximity. The end-to-end service was deployed on the
Jetson AGX Xavier with DCS-4625 fisheye camera and the results were visualised
via the AVENUE platform. The overhead camera perspective mitigates occlu-
sion issues leading to more robust detections compared to similar approaches
with different perspectives. Moreover, as energy efficiency is a critical factor in
Autonomous Vehicles, smart techniques based on data deriving from the shut-
tle ecosystem enabled us to further reduce power consumption by 56%. Finally,
we introduce a new dataset for passenger detection from overhead camera per-
spective. In the future, experiments with an attention-based approach will be
conducted to further enhance the accuracy of the model. In addition, an extended
version of this approach could be applied in order to calculate the occupancy
and weight distribution of the passengers in the shuttle. We believe that our
research will be a stepping stone towards increased security in the autonomous
public transport and will contribute positively in trust of the passengers to a
human driverless transport system during the pandemic, but also beyond with
further application-tailored adaptations.
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