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Abstract. Estimation of effort and costs is crucial for successfully implementa-
tion of software projects. Project development time is an essential factor, both for 
project clients and project developers. The amount of money needed to invest in 
a project influences the decision whether to start a project or not or whether it 
will be completed successfully or not. In practice, the cost of a project is most 
often compared to the cost of similar projects, which have been successfully com-
pleted. The article proposes combining the experimental information of the 
Taguchi method with ANN ((Artificial Neural Network) learning, and constructs 
a progressive Taguchi neural network model to decrease the number of experi-
mental runs and time required. The main goal of this paper is to make generali-
zation of the conditions and criteria for successful project realization based on a 
large number of experimental results that authors obtained so far. Furthermore, 
the most reliable and efficient artificial intelligence model for effort and cost es-
timation is identified. 
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1 Introduction 

Three approaches have been most commonly used in software project estimations: 
COCOMO2000 (Constructive Cost model), parametric model [1], [2], [3], COSMIC 
FFP (Function Point Analysis) model based on functional point analysis [4], [5], [6] 
and the UCP (Use Case Point Analysis) method, based on the analysis of users and use 
cases [7], [8]. For each of these three approaches, which are based on different effort 
and cost estimation methods, a new, improved model was selected and constructed. 
Previously used models of the proposed approaches did not give good enough results 
to improve projects' success significantly. Three new, improved models were con-
structed using different ANN architectures based on different Taguchi's orthogonal vec-
tor plans [9], [10]. ANNs are an excellent artificial intelligence tool for information 
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processing and can significantly contribute to the construction of new, improved soft-
ware evaluation models. Due to ANN's ability to learn from different data sets (obser-
vations), it is possible to generate accurate and reliable results to avoid unforeseen sit-
uations. Different ANN architectures are used to identify the simplest one that meets 
the additionally set of criteria. Each of these enhanced approaches includes 

• constructing and identifying the best model for estimating effort and cost, 
• selection of the best ANN architecture whose values converge the fastest to 

the minimum magnitude relative error,  
• use of publicly available real relevant datasets according to the input values of 

the proposed model [2], [8], [9], and [10],  
• achieving the minimum number of performed experiments, reduced software 

effort estimation time due to convergence rate.  
Additional criteria and constraints are introduced to monitor and execute experiments 
using a precise algorithm to execute all three new proposed models. In addition to mon-
itoring the convergence rate of each ANN architecture, the influence of the input quan-
tities of each model on the change in the value of the mean magnitude relative error 
(MMRE) of the model is monitored. The models constructed in this way have been 
experimentally tested and their positive results have been confirmed several times on 
different sets of real industrial projects and can be successfully applied in practice. Fur-
thermore, obtained results indicate that the achieved error values are lower than these 
obtained in the previous models. Therefore, the proposed models in this paper can be 
reliably applied and used to estimate efforts and costs for software development and 
the development of projects in other areas of industry and science [11], [12]. 

The rest of the paper is organized as follows. The second section is devoted to related 
work. Selection of the appropriate ANN architecture based on Taguchi's orthogonal 
vector plan is discussed in the third section. The fourth section presents clustering 
method based on different ANN architectures. The section five is devoted to conver-
gence rate and determination of optimal number of iterations. Selection of activation 
function and encoding/decoding method are presented in section six while last section 
concludes the paper. 

2 Related work 

Preliminary estimates of efforts can usually lead to delays in project implementation, 
requests for additional funds, overtime work of experts, and the other problems. Also, 
they can directly affect the quality of the software. Due to not considering all the nec-
essary parameters for assessing the implementation of software, it often happens that 
individual activities, such as additional testing, completion of documentation, and ad-
ditional definition of user requirements, are reduced to a minimum of effort. All this 
can lead to many failed projects that are currently frequent situation in the software 
industry. Previous methods of estimating efforts and costs during the implementation 
of software projects were based on unreliable and inaccurate methods, techniques, and 
models. The result of such incomplete assessments is many unsuccessful and not com-
pleted projects. All research indicates that only about 30% of projects are successfully 
completed, [13], [14], while the remaining percentage of projects remain unresolved or 
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ultimately fail. The most commonly used methods so far are similarity method, method 
of analysis and synthesis, assessment based on expert knowledge, and various paramet-
ric methods. In addition to various assessment methods, software companies use vari-
ous auxiliary software tools and services to meet customer requirements. Many re-
searchers [1, 4, 5, 6, 11, 12] have proposed different combinations of parametric and 
non-parametric effort and cost estimation models to construct reliable software of high 
standards and performance. It is necessary to analyze and experimentally test the most 
successful methods and models so far in order to adequately improv them and support 
more successful realization of software projects [15], [16]. 

3 Selection of the appropriate ANN architecture based on 
Taguchi's orthogonal vector plan 

COCOMO2000 is a parametric model that calculates the size of a system as a combi-
nation of mathematical models. Basic input data are three parameters obtained experi-
mentally by measuring actual values during project development. Measurement-based 
on the number of lines of source code is used to determine the size and complexity of 
the software project. It is most often used to determine the effort and time needed to 
implement a project. The new, improved COCOMO2000 model uses four different 
ANN architectures based on different Taguchi orthogonal vector plans. Artificial neural 
networks (ANNs) are recognized for their ability to provide good results when dealing 
with problems where there are complex relationships between inputs and outputs, and 
where the input data is distorted by high noise levels. The performance of neural net-
works depends on the architecture of the network and their parameter settings. Deter-
mining the architecture of a network (size, structure, connectivity) affects the perfor-
mance criteria, such as the learning speed, accuracy of learning, noise resistance and 
generalization ability. 
There is no clearly defined theory which allows for the calculation of the ideal param-
eter settings and as a rule even slight parameter changes can cause major variations in 
the behavior of almost all networks. This paper describes an innovative application of 
the Taguchi method for the determination of these parameters to meet the training speed 
and accuracy requirements. Using the Taguchi method, both the micro-structural and 
macro-structural aspects of the neural network design parameters can be considered 
concurrently. The most straightforward architecture, ANN-L9 (Fig. 1), is based on the 
orthogonal plan L9 on three levels and four weighting factors. More complex ANN-
L18 (Fig. 1) is based on the orthogonal plan L18 on two and three levels and eight 
weighting factors. Slightly more complex ANN-L27 (Fig. 2) is based on the orthogonal 
plan L27 on three levels with thirteen weighting coefficients. The most complex ANN-
L36 (Fig. 2) architecture used in this model is based on the L36 orthogonal plan at two 
and three levels and twenty-three weighting coefficients [17], [18], [19]. 
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Fig 1. ANN architecture with none hidden layer (ANN-L9) and one hidden layer (ANN-L18). 

 
 
Fig 2. ANN architecture with one hidden layer (ANN-L27) and two hidden layers (ANN-L36). 
 
Function point analysis is an approach that was created in order to overcome the short-
comings of the previous approach, which is founded on measuring the size of the sys-
tem based on the number of lines of code. In this approach, the functionality of the 
system is measured on the basis of quantities, expressed in functional points. Different 
systems may have similar functionality, but may use different technologies or program-
ming languages, so they differ in the number of source lines of code. A number-based 
approach has developed a large number of models to most effectively and accurately 
estimate functional size. This paper will present the recent method from the family of 
functional points, COSMIC FFP. This method is used in the process of estimating the 
effort and cost of the functional size of software projects and is based on fourteen pa-
rameters that are reduced to four input sizes. In previous functional point methods, five 
input quantities were used. The new, improved COSMIC FFP model used two different 
ANN architectures, based on different Taguchi's orthogonal vector plans. The simplest 
architecture ANN-L12 (Fig. 3), is based on the orthogonal plan L12 on two levels and 
eleven weighting coefficients. More complex ANN-L36prim, is based on the orthogo-
nal plan L36prim (Fig. 3) at two and three levels and sixteen weighting coefficients 
[20], [21], [22]. 
UCP is the latest and the most commonly used method for estimating the effort and 
costs for the realization of software products. Although it is not standardized within 
ISO standards such as the COCOMO2000 and COSMIC FFP methods, it results in 
estimation errors between 20% and 35%. The best result achieved with this method is 
an error value of about 10%. System users and use cases are used to determine the 
functional size by the UCP method. The new, improved UCP model used two different 
ANN architectures based on different Taguchi orthogonal vector plans. The most 
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straightforward architecture, ANN-L16 (Fig. 4), is based on the orthogonal plan L16 
on two levels and fifteen weighting coefficients. The more complex ANN-L36prim 
(Fig. 4) is based on the orthogonal plan L36prim at two and three levels and sixteen 
weighting coefficients [23], [24]. 
 

 
 
Fig 3. ANN architecture with one hidden layer (ANN-L12) and one hidden layer (ANN-
L36prim). 
 

 
Fig 4. ANN architecture with one hidden layer (ANN-L16) and one hidden layer (ANN-
L36prim). 
 
In addition to different architectures, the clustering method significantly contributes to 
controlling the different values of actual projects from practice, which aims to realisti-
cally estimate and reduce the minimum relative error of the model. The activation func-
tion used is the sigmoid function of the hidden and output layers. This function enables 
additional homogenization of input quantities and contributes to the rate of convergence 
of each of the listed ANN architectures. Experiments have shown that the number of 
iterations in each ANN architecture is less than 10, significantly shortening the estima-
tion time. The new proposed models' reliability, accuracy, and efficiency have been 
repeatedly tested and validated on several different data sets and by verification with 
statistical analysis methods. Based on the obtained estimated value, various metrics 
were calculated, such as MAE (Magnitude Absolute Error), MRE (Magnitude Relative 
Error), MMRE (Mean Magnitude Relative Error) [2], [8], [9],[10] 
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4 Clustering method using different ANN architectures 

One of the main processes in the design of neural networks is to systematically select 
the design parameters at both the micro-structural and macro-structural levels. Tech-
nical experience together with experiments, through computer simulations, are needed 
to establish the most suitable values for these design parameters. A common approach 
to establish these values is through the trial and error method. The Taguchi method 
provides a mathematical tool called the orthogonal arrays which allows the analysis of 
the relationships between a large number of design parameters within the smallest num-
ber of possible experiments. Noise factors including the initial values of connection 
weights and the values of input data are considered as external to the system and as 
such they cannot be controlled at all. The Taguchi method provides a means to design 
a neural network that is insensitive to these noise factors by setting of the design factors, 
such as the number of hidden layers and hidden neurons, through a set of systematic 
experiments. Let W be the total number of weights in the network, then in the process 
of training ANN at least 2W observations in the training data set are required. Depend-
ing on the proposed approaches, the training process on different ANN architectures 
also involves using specific data sets. The choice of appropriate datasets depends on 
the model and size of the input and publicly available databases. A COCOMO2000 
data set was used for the ANN training procedure in the first proposed approach. The 
same data set was used for the ANN testing process in the other projects, and the vali-
dation process used the data sets COCOMO81, NASA60, and Kemerer. The number of 
projects should be greater than the number of weighting factors of the proposed ANN 
architecture on each selected data set. For the ANN-L9, ANN-L18, and ANN-L27 ar-
chitectures, the minimum project requirement is met for all datasets used. In the ANN-
L36 architecture, which has 23 weighting coefficients, the number of testing projects 
was 20, so the required condition was not met (Dataset_2). In the ANN-L36 architec-
ture, which has 23 weighting coefficients, the number of projects for the third validation 
was 15, so the required condition was not met (Dataset_5). It can be concluded that in 
all parts of the experiment within the first proposed approach the fulfillment of the 
conditions is 90% (see Table 1). 
 
Table 1. The number of projects greater than the number of weighting factors (COCOMO2000). 

   Weighting factors (coefficients) 
Datasets No.of 

projects 
Experiment ANN-

L9(4) 
ANN-
L18(8) 

ANN-
L27(13) 

 

ANN-
L36(23) 

Dataset_1 COCOMO 
2000 

10  0   Training + + + + 

Dataset_2 COCOMO 
2000 

20   Testing + + + / 

Dataset_3 COCOMO81 51 Validation1 + + + + 
Dataset_4 NASA 60 Validation2 + + + + 
Dataset_5 Kemerer 15 Validation3 + + + / 

 
The ISBSG dataset divided into five selected clusters was used for the ANN training 
process for the second proposed approach. The same data set in the five selected clus-
ters were used for the ANN testing procedure. The number of projects in both 
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procedures on each selected cluster is 70:30; 70 projects were used for training and 30 
for testing. Desharnais data set and data set combined from different, realistic industrial 
projects were used for the validation process. The number of projects should be greater 
than the number of weighting factors of the proposed ANN architecture on each se-
lected data set. In the ANN-L12 architecture, which has 11 weighting coefficients, only 
the number of testing projects was 7, so the required condition for one data set was not 
met (Dataset_5). With the ANN-L36prim architecture, which has 16 weighting coeffi-
cients, the number of testing projects is 15, so the set condition is not met (Dataset_1). 
There were 13 testing projects (Dataset_3), so the required condition was not met within 
the third cluster. The number of training and testing projects (Dataset_5) was 14 and 7 
projects, respectively. Within the Desharnais data set (Dataset_6), the number of pro-
jects was 14, and the set condition was not met. The number of data sets that met the 
criteria was 7 out of 12 [3]. It can be concluded that in all parts of the experiment, 
according to the second proposed approach, the fulfillment of the conditions is 75% 
(see Table 2). 
 
Table 2. The number of projects greater than the number of weighting factors (COSMIC FFP). 

Datasets 
Numb

er of 
project 

Experi
ment 

Weighting 
factors 

(coefficients) 
ANN-
L12 
(11) 

ANN-
L36prim 
(16) 

Dataset_1 ISBSG (Functional 
Size<10) 37 Training + + 

 ISBSG (Functional 
Size<10) 15 Testing + / 

Dataset_2 
ISBSG 

(10<Functional 
Size<50) 

45 Training + + 

 
ISBSG 

(10<Functional 
Size<50) 

17 Testing + + 

Dataset_3 
ISBSG 

(50<Functional 
Size<100) 

30 Training + + 

 
ISBSG 

(10<Functional 
Size<100) 

13 Testing + / 

Dataset_4 
ISBSG 

(100<Functional 
Size<500) 

60 Training + + 

 
ISBSG 

(10<Functional 
Size<500) 

17 Testing + + 

Datset_5 ISBSG (Functional 
Size>500) 14 Training + / 

 ISBSG (Functional 
Size>500) 7 Testing / / 
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Dataset_6 Desharnais 14 Validati
on1 + / 

Dataset_7 Combined 33 Validati
on2 + + 

 
For the ANN training process, the third proposed approach used the Benchmark (Men-
deley) data set divided into a 70:30 scale, 70% of the projects for the training process 
and 30% for the testing process. Combined real, industrial projects (Dataset_3, Da-
taset_4) were used for the validation procedure. The number of projects should be 
greater than the number of weighting factors of the proposed ANN architecture on each 
selected data set. In the ANN-L16 architecture, which has 15 weighting factors, the 
condition is that the number of projects for all parts of the experiments is greater than 
the number of weighting factors. With the ANN-L36prim architecture, which has 16 
weighting coefficients, the condition is met that the number of projects for all parts of 
the experiment is greater than the number of weighting coefficients [2]. It can be con-
cluded that in all parts of the experiment within the third proposed approach, the ful-
fillment of the conditions is 100%, (see Table 3). 
 
Table 3. The number of projects greater than the number of weighting factors (UCP). 

Dataset Number 
of projects Experiment 

Weighting factors 
(coefficients) 

ANN-
L16(15) 

ANN-
L36prim(16) 

Dataset_1 
UCP 

Benchmark 
Dataset 

50 Training + + 

Dataset_2 
UCP 

Benchmark 
Dataset 

21 Testing + + 

Dataset_3 Combined 18 Validation1 + + 

Dataset_4 
Combined 

Industrial 
projects 

17 Validation2 + + 

 

5 Convergence rate and number of iterations performed 

One of the goals of the new, improved models is to achieve the minimum number of 
iterations performed to reduce the time required for estimation. For each of the four 
listed ANN architectures. Table 4. shows the number of iterations that need to be per-
formed to meet the set value for the GA (Gradient Descent) criterion. The minimum 
number of iterations required is for ANN-L27 and ANN-L36 architectures for small 
and medium clusters. The most significant number of iterations should be performed 
for the ANN-L18 architecture, and it is nine iterations. It can be concluded that the 
number of iterations required is minimal (equal to nine), which leads to a quick estimate 
using the COCOMO2000 model. 
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Table 4. Number of iterations performed for each ANN architecture - COCOMO2000 
COCOMO2000 model 

ANN ANN-L9 ANN-L18 ANN-L27 ANN-L36 

No. of 
Iterations S M L S M L S M L S M L 

GA<0.
01 7 6 8 7 6 9 5 5 8 5 5 7 

*(S-Small cluster, M-Medium cluster, L-Large cluster) 
 

The number of iterations required in the second COSMIC FFP approach for both pro-
posed architectures is six, except for the ANN-L12 architecture, where there are five 
for Dataset_1 and Dataset_3. It can be concluded that the number of required iterations 
is minimal (equal to six), which leads to an even faster estimate using the COSMIC 
FFP model (see Table 5). 
 
Table 5. Number of iterations performed for each ANN architecture - COSMIC FFP. 

COSMIC FFP model 
ANN ANN-L12 ANN-L36prim 

No.of 
Iteration 

D_1 D_2 D_3 D_4 D_5 D_1 D_2 D_3 D_4 D_5 

GA<0.01 5 6 5 6 6 6 6 6 6 6 

 *(D_1-Dataset_1, D_2 -Dataset_2, D_3-Dataset_3, D_4-Dataset_4, D_5-Dataset_5) 
 
Four iterations are required to meet the set GA criterion in the first proposed ANN-L16 
architecture for the UCP model. For the ANN-L36rpim architecture, the number of it-
erations is equal to six. It can be concluded that the number of iterations required is the 
lowest compared to the other two models (equal to six), which leads to an even faster 
estimate using the UCP model (see Table 6). 
 
Table 6. Number of iterations performed for each ANN architecture - UCP. 

UCP model 
No. of 

Iterattion ANN-L16 ANN-
L36prim 

GA<0.01 Training Training 
4 6 

 
In all three proposed approaches, the minimum number of iterations required to meet 
the GA criteria is 4 in the UCP model for the ANN-L16 architecture. It can be con-
cluded that this architecture converges the fastest to the minimum value of MMRE [2], 
[8], [9]. 
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6 Selection of activation function and encoding/decoding 
method 

During our research, for all experiments of all three proposed approaches, different ac-
tivation functions in the hidden and output layers were used. The experiments were 
performed with different functions: sigmoid function, hyperbolic tangent, Gaussian 
function, and others. The sigmoid function gave the best results in all experiments, i.e., 
the lowest MMRE value, and was used in all three proposed improved models [1], [6]. 
Different coding methods were used to homogenize different nature of input values: 
fusion method, logarithmic method, combined method, etc. The best results were 
achieved in all experiments with the fuzzification method used in all three proposed 
models [2], [8], [9]. 
 

 
Fig 5. MMRE values in all approaches. 

 
By comparing the obtained results using all three new proposed improved models, it 
can be concluded: 

• The most enormous value of the error in estimating effort and cost is in the 
parametric COCOMO2000 methods and goes to 193.1%; 

• The best result, the lowest value of MMRE in the first proposed model is 
              43.3%, which is 4.5 times better result compared to the parametric method; 

• In the second proposed model, the error on the ANN-L36prim architecture is 
28.8% which is 6.7 times better result compared to the parametric method; 

• In the third model, which is the best result in all performed experiments,  the 
MMRE value for both proposed ANN architectures is 7.5%, which is 25.7 
times better than parametric methods. 

Comparing the models with each other we come to the following conclusions, 
• The second proposed model ANN + COSMIC FFP has 1.6 times less error 

than the first model ANN + COCOMO2000; 
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• The third proposed ANN + UCP model has a 5.8 times lower error than the 
first proposed model ANN + COCOMO2000; 

• The third proposed ANN + UCP model has a 3.8 times lower MMRE value 
than the second proposed model ANN + COSMIC FFP [2], [8], [9]. 

7 Conclusion 

Depending on the size of the project for which the effort and costs need to be assessed, 
the number of inputs, and other specific factors, all three new, improved models can be 
used. After several rounds of experiments and analysis of the obtained results, it can be 
concluded that the third proposed model gives the lowest value of relative error, and it 
is 7.5%. If we consider that the minimum number of iterations required to reach the 
minimum MMRE is only four, the best ANN architecture can be identified, and that is 
ANN-L16 within the UCP model. The analysis of effort and cost estimates presented 
in this paper gives better results than the previous ones and shows that better, more 
advanced models can be constructed. The presented applied scientific methods can help 
in improving this area of software engineering. The new methodology does not exclude 
the possibility of applying a subjective assessment of labor and costs but can help the 
project team, pointing out potential problems due to discrepancies in different methods. 
In this way, teams can perform additional analysis to better assess and correct the results 
in the shortest possible time. Otherwise, project teams would have to share their own 
risk if only their subjective opinion is taken into account. The results obtained can help 
project teams, software engineers, and test engineers to make short-term plans with 
high and long-term reliability. Therefore, teams can with great confidence realize all 
phases of analysis and design and complete the project on time. If the additional esti-
mation is needed, it is possible to anticipate the effort and costs that each project task 
is realized in a quality and optimal way. 
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