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Abstract. Machine learning technology has made it possible to solve a
variety of previously unfeasible problems. Accordingly, the size of net-
work models has been increasing. Thus, research on model compression
by network pruning has been conducted. Network pruning is usually per-
formed on already-trained network models. However, it is often difficult
to remove a large number of weights from a network while maintain-
ing accuracy. We suppose that the reason for this is that well-trained
networks have many weight parameters with complicated correlations
among them, and such parameters make pruning difficult. Based on
this supposition, in this paper, we state the bonsai hypothesis: pruning
can be more effective when starting from untrained models than already
trained models. To support the hypothesis, we present a simple and effi-
cient channel pruning algorithm. We performed pruning of untrained and
trained models using the proposed algorithm for VGG16 on CIFAR-10
and CIFAR-100. As a result, we found that the untrained models tend
to reduce more channels than the already-trained models.

Keywords: Model compression · Channel pruning · Machine learning ·
Convolutional neural network.

1 Introduction

Over the past decade, the development of machine learning technologies, start-
ing with deep learning, has led to rapid progress in AI capabilities. At the same
time, the demand for computational power and memory usage is getting higher
as networks have become larger and more complicated to adopt practical appli-
cations. This high demand often impedes the execution of such applications in
computing environments that do not have high performance processors and/or
high memory capacities, such as smartphones and IoT devices. As a solution to
this problem, a method called pruning has been proposed to reduce the number
of parameters and the amount of computation by removing some of the weights
of the network [1, 10, 17].

Many pruning methods are derived from [5], in which removing weights is
performed as follows.
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Fig. 1. Channel pruning for a convolutional layer

Step 1: Training the network model to be pruned
Step 2: Pruning unimportant weights of the network
Step 3: Re-training the pruned network
Step 4: Repeat Steps 2 and 3

In Step 1, the network model to be pruned is trained. However, in practice, this
step is not necessary to perform when pruning since the target network model has
already been trained. For the trained model, in Step 2, we perform the pruning.
According to the granularity of pruning, pruning is mainly classified as weight
pruning, kernel pruning, channel pruning, and layer pruning. In weight pruning
and kernel pruning, since pruning is performed at fine granularity, a large num-
ber of weights can be removed, maintaining the accuracy [9, 12]. However, the
data structure storing weights becomes irregular weight matrices that prevent
efficient parallel computation. Therefore, GPU implementations to accelerate
the computation for such models have been proposed [4, 18]. On the other hand,
in channel pruning and layer pruning, models obtained by pruning have a reg-
ular structure that can be efficiently computed in parallel [13]. Hence, in this
paper, we adopt channel pruning [6, 9, 11, 19] for efficient computation on the
GPU. In channel pruning for a convolutional neural network, output channels of
a layer and filters related to the channels are removed as illustrated in Figure 1.
For example, when pruning the k-th output channel of the i-th layer, the k-th
filter set of the i-th layer and the k-th filter in each filter set of the (i + 1)-th
layer are removed together. After pruning, in Step 3, since the accuracy drops
significantly, we retrain the model to recover it. We repeat Steps 2 and 3 until a
sufficient number of weight parameters are eliminated and/or a certain number
of iterations are performed.

Typically, network pruning is performed on already trained network mod-
els as shown above. However, it is often difficult to remove a large number of
weights from a network while maintaining accuracy. We suppose that the reason
for this is that well-trained networks have many weight parameters with com-
plicated correlations among them, and such parameters make pruning difficult.
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In other words, network pruning should be performed before the network has
been sufficiently trained. Based on this idea, in this paper, we state the bonsai
hypothesis.

The Bonsai Hypothesis. Pruning can be more effective when starting from
untrained models than already trained models.

This hypothesis is analogous to bonsai, which is the art of producing a small
tree in a small pot that mimics the shape of a real tree. We correspond network
models to bonsai trees, untrained networks to saplings, network training to tree
growth, and network pruning to tree pruning. Also, well-pruned networks as the
goal of network pruning correspond to well-shaped trees called ideal bonsai trees.
Applying the above hypothesis to the bonsai making process, we can say that
it is difficult to make an ideal bonsai by pruning from a fully grown tree, while
it is easy to get close to an ideal bonsai by pruning during the growth process
from a sapling.

Based on the bonsai hypothesis, the proposed channel pruning is performed
from an untrained network initialized randomly. In addition, we propose a simple
and efficient network channel pruning technique. Our new idea of the technique
includes (i) early growing of acceptance accuracy, (ii) pruning channels using the
exponential search, and (iii) slightly shaking. The details are described as follows.

Early growing of acceptance accuracy: In the pruning process of a
trained network, retraining is generally performed to recover the accuracy de-
creased by pruning to the target accuracy. However, in the initial stage of train-
ing, since the accuracy of the network is not sufficient compared to the target
accuracy, it is not easy to directly use the target accuracy in retraining. There-
fore, in the proposed method, the target accuracy at the initial stage of training
is obtained from the pre-training. More specifically, we train the network with-
out pruning and record the change in the accuracy during the training. When
pruning from an untrained network, we use this history as the target accuracy
at the early stage of training and pruning. In terms of bonsai, we observe how a
tree grows when it is grown from a sapling without pruning. This corresponds to
using the growth process to raise the tree while pruning it again from a sapling
to make it an ideal bonsai. While it is not possible to turn a mature tree back
into a sapling in actual bonsai, we use the fact that it is possible in network
training.

Pruning channels using the exponential search: In the general pruning
approach, channels to be pruned are determined according to some metric, and
then the channels are removed. For example, the L1-norm of weights for each
channel is computed, and a certain number or percentage of smaller channels are
pruned. However, it is not easy to prune the appropriate number of channels. In
this study, to determine the number of pruning channels, we adopt the exponen-
tial search, which is a method to efficiently find the number of nodes in radio
networks with a small number of trials when the unknown number of nodes [14].
This method is employed to obtain the channels to be pruned efficiently. More
specifically, by doubling the number of pruned channels while the acceptance
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threshold is satisfied, a large number of channels are removed in a small number
of epochs.

Slightly shaking: Channel pruning generally involves deleting channels
layer by layer and terminating when no more channels can be deleted in any
layer. However, in many cases, the pruning is finished before enough channels
are removed. Therefore, in the proposed technique, when no more channels in
any layer can be removed, the network is trained for a certain number of epochs
without pruning. This causes a slight change in the value of the weight parame-
ters at random, which may allow for further pruning. In addition, the proposed
method combines dropout [16] to facilitate pruning.

In order to evaluate the performance of the above proposed method, we
have performed channel pruning. We have evaluated the proposed approach for
image classification by applying to VGG-16 [15] on CIFAR-10 and CIFAR-100
data sets [7]. We performed pruning of untrained and trained models using the
proposed method. As a result, for CIFAR-10, we successfully reduced the size
of the untrained and trained models to 2.1% and 3.1% of the original model,
respectively. On the other hand, for CIFAR-100, we reduced the models to 16.0%
and 89.0%, respectively. Also, starting the pruning from an untrained model
tends to reduce more weights in the early stages of the iterative pruning, which
indicates that the computation time of the pruning decreases more. This result
well-relates to the lottery ticket hypothesis [2] and its subsequent results [3, 8].
In these studies, pruning is used to find essential sub-structures in the network
to achieve good performance, called winning tickets. More specifically, the same
initial values as before are assigned to the network compacted by pruning, and
further pruning is performed. By repeating this process, the model is pruned
while looking for a winning lottery ticket. On the other hand, the proposed
approach based on the bonsai hypothesis shows that the pruning depends largely
on the initial weights, not on the structure of the network model.

This paper is organized as follows. In Section 2, we propose a channel prun-
ing approach based on the bonsai hypothesis. Section 3 shows the results of
the channel pruning by the proposed approach. We evaluated the models with
untrained models and already-trained models. Section 4 concludes our work.

2 Channel Pruning on the Bonsai Hypothesis

In this section, we propose the channel pruning algorithm on the bonsai hy-
pothesis. For an input network model already trained, called a target model, this
algorithm prunes the weights of the model. In the algorithm, the transition of
the accuracy during the training of the target model is used to determine the
acceptance threshold. More specifically, we record the value of the test accuracy
at each epoch in the pre-training as shown in Figure 2. After that, the prefix-
maximums of the test accuracy pi (i = 1, 2, . . .) at epoch i are computed such
that pi = max1≤j≤i aj , where aj denotes the test accuracy at epoch j obtained
in the pre-training of the non-pruning model. In the following pruning algorithm,
we use rpi as the acceptance threshold values that are the lower limits of the test
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Fig. 2. The test accuracy in pre-training with no pruning

accuracy at epoch i in training, where r (r > 0) is the acceptance coefficient.
The algorithm prunes the model so that the test accuracy of the pruning model
maintains at least rpi. The proposed algorithm performs the following steps.

Step 1: Initialize weights of the model
Step 2: Prune channels by the exponential search for each layer
Step 3: If no channel is pruned in Step 2, retrain the model with no pruning
Step 4: Repeat Steps 2 and 3

The detail of each step is explained as follows.
According to our experiments, the pruning results depend on the initial values

of weights. Therefore, it is necessary to run this algorithm several times to remove
a sufficient number of weights. Hence, in Step 1, weights are initialized to have
different initial values for each execution of this algorithm.

In Step 2, we perform training and pruning on the model for each layer.
Algorithm 1 shows the details of this step. To determine the number of pruning
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channels, we adopt the exponential search, which is a method to efficiently find
the number of nodes in radio networks with a small number of trials when the
unknown number of nodes [14]. This method is employed to obtain the channels
to be pruned efficiently. Specifically, while the test accuracy of the pruned model
satisfies the threshold, we repeat pruning by doubling the number of removed
channels. After each pruning, since the test accuracy drops significantly, we
retrain the model for a specific epoch to recover it. If the test accuracy fails to
satisfy the threshold after retraining, the pruning is discarded and the model is
restored to that before pruning.

Algorithm 1 Channel pruning using the exponential search for layer l

1: pruned ← 0
2: pruning ← 1
3: loop
4: Backup the model
5: k ← pruning − pruned
6: Prune k channels with small L1-norm in layer l
7: Retrain the pruned model for a certain epochs
8: if the test accuracy can be accepted then
9: pruned ← pruning
10: pruning ← pruning × 2
11: else
12: Restore the model to discard the last pruning
13: return
14: end if
15: end loop

Step 3 retrains the model with no pruning for several epochs if no channel
is pruned in Step 2. The aim of this step is to improve the accuracy of the
model and to allow the model to be pruned by slightly changing the values of
the parameters. We repeat Steps 2 and 3 until a certain amount of time elapses
or a certain number of epochs of training is performed.

3 Experimental Results

In this section, we show the experimental results to evaluate the proposed chan-
nel pruning approach for VGG-16[15]. VGG-16 is one of the popular deep convo-
lutional neural networks that is mainly used image classification problems. The
structure of VGG-16 consists of 13 convolutional layers and 3 fully-connected
layers. This network is widely used as a benchmark model for machine learn-
ing because it has the typical structure of a convolutional neural network. We
have trained models using two image classification problems, the CIFAR-10 and
CIFAR-100 datasets [7]. The CIFAR-10 dataset consists of 60000 32 × 32 color
images in 10 classes, with 6000 images per class. There are 50000 training images
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and 10000 test images. On the other hand, the CIFAR-100 dataset consists of
100 classes containing 600 images each. There are 500 training images and 100
testing images per class.

We have trained the VGG-16 models on CIFAR-10 and CIFAR-100 without
pruning as pre-training to obtain the transition of the test accuracy. The net-
works have been trained for a sufficient number of epochs until no improvement
in test accuracy is observed. In our experiment, we have trained the models
for 250 epochs. Figure 2 shows the transition of the test accuracy in the pre-
training. From the results, the test accuracy of the models on CIFAR-10 and
CIFAR-100 achieves 0.936 and 0.718, respectively. In our experiments, for the
first 250 epochs, we used 0.99 and 0.98 times of the prefix-maximums of test
accuracy shown in Figure 2 as the threshold of acceptable accuracy for pruning.
After 250 epochs, we also used the same values at 250 epochs as a threshold.
The network models have been trained using momentum-accelerated mini-batch
SGD with a batch size of 128 and momentum set to 0.9. Also, the learning rate
has been set to 0.1 and decayed to 1/2 every 20 epochs.

For the purpose of confirming the bonsai hypothesis, we have pruned un-
trained models and already-trained models, called scratch models and trained
models, respectively. Scratch models are initialized randomly and trained models
are obtained by training in the above pre-training. For each execution, pruning
is performed until the models have trained 2000 epochs. Note that if the test
accuracy does not exceed the threshold in Step 2 and the pruning is discarded,
the number of epochs at that time is not counted in the above 2000 epochs.
For both models, we perform the proposed channel pruning, shown in Section 2,
10 times each. The settings for training are basically the same as for the pre-
training above, except that the learning rate is fixed after 250 epochs. For the
trained models, we start pruning after the pre-training. Specifically, the pruning
is performed for a total of 2000 epochs from the 251st epoch to the 2250th epoch.
For the recovery of the test accuracy after pruning a channel in Step 2, we have
trained the models for 5 epochs. Also, in Step 3, we have performed the training
with no pruning for 5 epochs when no layer is pruned in Step 2.

Figures 3 and 4 shows graphs of the total weights over time for 2000 epoch
pruning on CIFAR-10 and CIFAR-100, respectively. From the graph of CIFAR-
10, we can see that the scratch models can be pruned faster than the trained
models, with less fluctuation and more stability. On CIFAR-100, the weights
could not be pruned much for the trained models. On the other hand, for the
scratch models, a large number of weights were pruned compared to the trained
models, including some cases where the weights could not be reduced much.
From the curves for successful pruning, a small number of weights are removed
in the early stages of pruning. After that, each graph has a sudden exponential
downward curve. This is due to the exponential search, which doubles the number
of channels to be removed in the case of successful pruning. Since no such curve is
observed in the graph where pruning was not successful, we can say that pruning
is not successful without this exponential downward curve. Furthermore, in the
scratch models, such a rapid descent starts at a small number of epochs. Thus,



8 Y. Ito et al.

       0

 5000000

10000000

15000000

20000000

25000000

30000000

 0  5  10  15  20  25  30  35

33638218

time [hour]

(a) scratch models

       0

 5000000

10000000

15000000

20000000

25000000

30000000

 0  5  10  15  20  25  30  35

33638218

time [hour]

(b) trained models

Fig. 3. The total number of weights of the model pruned from scratch and trained
models for CIFAR-10

by starting pruning from the scratch model, the pruning is more successful and
more effective in fewer epochs. Table 1 shows the total number of weights for the
ten executions. According to this table, pruning from the scratch models is more
efficient than that from the trained models both on CIFAR-10 and CIFAR-100.
In addition, for CIFAR-100, it can be seen that when pruning is successfully
performed, more weights can be reduced by pruning from the scratch models.
Thus, these results support the bonsai hypothesis, i.e., model pruning should
start from scratch models rather than trained models.

Tables 2 and 3 show the resulting number of channels and weights for each
layer of VGG16 on CIFAR-10 and CIFAR-100, respectively. These tables show
the results of the model with the most weights reduced when pruned from the
scratch models. From the tables, we can see that for both CIFAR-10 and CIFAR-
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Fig. 4. The total number of weights of the model pruned from scratch and trained
models for CIFAR-100

100, we can reduce more channels in the layer close to the output. In particular,
more channels in the second layer of the fully-connected layers are pruned.

Next, we evaluate the computation time of the pruned models. Since the
computation time depends on the execution environment, in this paper, the com-
putation time is estimated by evaluating the number of multiplications required
to evaluate the model. More specifically, we count the number of multiplications
necessary to compute the convolutional layers and the fully-connected layers,
not including operations except for multiplications and memory latency. From
the pruned results in Tables 2 and 3, the number of multiplications is reduced
3.32×108 to 7.13×107 for CIFAR-10, while 3.32×108 to 1.80×108 for CIFAR-
100. Thus, we can estimate that by the proposed method, the computing time
of evaluating the pruned models is reduced to 21.1% and 54.1%, respectively.
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Table 1. The resulting total number of weights of the pruned models for VGG-16 on
CIFAR-10 and CIFAR-100

dataset initial model minimum average maximum

CIFAR-10
scratch 700,967 (2.1%) 1,738,962 (5.2%) 2,990,007 (8.9%)
trained 1,033,042 (3.1%) 2,238,188 (6.7%) 5,951,868 (17.7%)

CIFAR-100
scratch 5,445,432 (16.0%) 17,896,110 (52.6%) 30,994,145 (91.1%)
trained 30,260,638 (89.0%) 32,280,803 (95.0%) 33,203,464 (97.6%)

Table 2. The detailed results of the pruning on VGG16 for CIFAR-10

layer size of baseline model pruned model
type feature map #channels #weights #channels #weights

conv 1 32× 32 64 1.8× 103 41 1.1× 103 (64.06%)
conv 2 32× 32 64 3.7× 104 45 1.7× 104 (45.09%)
conv 3 16× 16 128 7.4× 104 79 3.2× 104 (43.43%)
conv 4 16× 16 128 1.5× 105 97 6.9× 104 (46.80%)
conv 5 8× 8 256 3.0× 105 148 1.3× 105 (43.82%)
conv 6 8× 8 256 5.9× 105 133 1.8× 105 (30.04%)
conv 7 8× 8 256 5.9× 105 81 9.7× 104 (16.44%)
conv 8 4× 4 512 1.2× 106 42 3.1× 104 (2.60%)
conv 9 4× 4 512 2.4× 106 42 1.6× 104 (0.67%)
conv 10 4× 4 512 2.4× 106 54 2.0× 104 (0.87%)
conv 11 2× 2 512 2.4× 106 52 2.5× 104 (1.07%)
conv 12 2× 2 512 2.4× 106 72 3.4× 104 (1.43%)
conv 13 2× 2 512 2.4× 106 57 3.7× 104 (1.57%)
linear 1 1 4096 2.1× 106 22 1.1× 104 (0.54%)
linear 2 1 4096 1.7× 107 119 2.7× 103 (0.02%)
linear 3 1 10 4.1× 104 10 1.2× 103 (2.93%)

total — — 3.4× 107 — 7.0× 105 (2.08%)

Thus far, several studies of channel pruning have been devoted. Table 4 shows
the performance comparison between our work and the existing approaches [6, 9,
11, 19]. Unfortunately, since the parameter settings of the training and pruning
differ, we cannot directly compare the performance with them. From the table,
however, the proposed method achieves high compression with almost the same
test accuracy. Thus, the bonsai hypothesis, pruning from scratch models, may
be applied to existing methods to achieve further pruning.

4 Conclusions

In this paper, we have stated the bonsai hypothesis which is a hypothesis about
network pruning that is analogous to bonsai: pruning can be more effective when
starting from untrained models than already trained models. To support the hy-
pothesis, we have presented a simple and efficient channel pruning algorithm.
We performed pruning of untrained and trained models using the proposed al-
gorithm for VGG16 on CIFAR-10 and CIFAR-100. As a result, we found that
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Table 3. The detailed results of the pruning on VGG16 for CIFAR-100

layer size of baseline model pruned model
type feature map #channels #weights #channels #weights

conv 1 32× 32 64 1.8× 103 59 1.7× 103 (92.19%)
conv 2 32× 32 64 3.7× 104 59 3.1× 104 (85.00%)
conv 3 16× 16 128 7.4× 104 113 6.0× 104 (81.40%)
conv 4 16× 16 128 1.5× 105 113 1.2× 105 (77.94%)
conv 5 8× 8 256 3.0× 105 216 2.2× 105 (74.50%)
conv 6 8× 8 256 5.9× 105 184 3.6× 105 (60.65%)
conv 7 8× 8 256 5.9× 105 195 3.2× 105 (54.76%)
conv 8 4× 4 512 1.2× 106 368 6.5× 105 (54.76%)
conv 9 4× 4 512 2.4× 106 331 1.1× 106 (46.47%)
conv 10 4× 4 512 2.4× 106 228 6.8× 105 (28.79%)
conv 11 2× 2 512 2.4× 106 275 5.6× 105 (23.92%)
conv 12 2× 2 512 2.4× 106 177 4.4× 105 (18.57%)
conv 13 2× 2 512 2.4× 106 93 1.5× 105 (6.28%)
linear 1 1 4096 2.1× 106 1003 5.1× 105 (24.49%)
linear 2 1 4096 1.7× 107 225 2.3× 105 (1.35%)
linear 3 1 100 4.1× 105 100 2.3× 104 (5.52%)

total — — 3.4× 107 — 5.4× 106 (16.01%)

Table 4. Performance comparison of different channel pruning methods to prune the
VGG16 models

CIFAR-10 CIFAR-100
test accuracy remaining weights test accuracy remaining weights

ref. [6] 92.7% 16.0% 72.0% 35.2%
ref. [9] 93.1% 11.5% 71.6% 24.0%
ref. [11] 93.8% 11.5% 73.5% 24.9%
ref. [19] 93.8% 26.6% 73.3% 62.1%
this work 92.6% 2.1% 70.3% 16.0%

the untrained models tend to reduce more channels than the already-trained
models.
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