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Abstract. In daily live, online computer systems are becoming more
pervasive and integrated. However, the access to the Internet can pro-
duce significant issues like cyber-attacks. The network intrusion detection
system (NIDS) is a promising security solution that is used to detect at-
tacks. It recently used Deep Learning in the detection process to obtain
high performance. The performance of an NIDS depends on the used
training dataset and the quality of features, where irrelevant features
may decrease the detection performance, oppositely to relevant ones that
are able to improve it. Feature selection is a good solution to select only
relevant features to participate in the detection process. Chi-square is
a supervised feature selection method that select only the most depen-
dent features of the class feature. In this work, an Enhanced Chi-square
(EChi2) method is proposed to select and weight features considering its
degree of relevance. Experiments results, using the well-known NSLKDD
dataset, shows that the proposed method outperforms the Chi-square.

Keywords: Feature selection - Chi-square - Enhanced Chi-square - Anomaly
network intrusion detection.

1 Introduction

A network intrusion detection system (NIDS) is a security solution that becomes
the most common components of every network security infrastructure [1]. It
is able to detect all possible attacks. There are two main types of NIDS: 1)
Misuse-based NIDS (MNIDS) that detect known attacks using the correspond-
ing signatures, it research the existence of these latter in the traffic payload.
2) Anomaly-based NIDS (ANIDS) that is able to detect unknown or zero-day
attacks. It is based on a behavioral approach by classifying traffic sessions into
normal or attacks. This supervised classification is applied to a transformed
traffic that is composed from a set of featured sessions named training dataset.

The anomaly network intrusion detection is a real-time process which needs
to be accelerated by reducing the number of the dataset features. On the other
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hand, classification performance depends strongly on the feature quality [2].
Whereas, a training dataset inevitably contains both relevant and noisy features.
Rising these two challenges, feature selection becomes an essential dataset pre-
process to improve classification performance, which is used for selecting the
most relevant subset of features from the original high-dimensional dataset. It
is widely researched in many different domains, such as choosing the causative
genes in medical study [3], image segmentation in computer vision [4] and so on.

Authors of [10], have grouped feature selection methods in three groups,
namely, wrapper, filter and hybrid. Wrapper methods are based on both a clas-
sifier and a classification evaluator (generally, the accuracy) to evaluate the im-
portance of features. Using the classifier they learn different subsets datasets fea-
ture, then the classification evaluator indicates witch subset is the best. Whereas,
filter methods do not use any classifier to evaluate features which are selected
considering some dataset characteristic. The hybrid methods combine both of
the wrapper and the filter methods to achieve better classification performance.
The advantage of filter methods is that they are scalable and independent from
any classifier, they are based on the description of the dataset distribution which
is more suitable to study the behavior of the traffic network.

Chi-square is a supervised filter feature selection method that is able to cal-
culate the dependency of each feature on the class feature, then remove any one
that have a dependency value less than a threshold. The other ones, that are se-
lected, are deemed to be equivalent in terms of relevance without considering the
dependency value. For example, the most dependent feature to the class that is
considered as the most relevant feature participate in the classification similarly
like the less one feature. In this work, an enhanced Chi-square (EChi2) feature
selection method is proposed to weight selected features, where weights express
the relevant degree of features. It should improve classification performance as
feature space will be compressed in the dimension of features with low relevance
and expanded along the dimension of features with high relevance. The proposed
method is implemented using useful datasets in anomaly network intrusion de-
tection, namely NSLKDD. Then, a Deep Learning-based binary classification
using a full-connected network is applied in order to classify the training dataset
and detect attacks. The proposed method’s efficiency assessment is based on the
classification performance. Experimental results show that the proposed EChi2
outperforms the simple Chi-square.

The remainder of this paper is organized as follows: Section 2 reviews the
related work. The proposed method is described in Section 3. Section 4 presents
the experimental results and discussion. Finally, Section 5 presents the conclu-
sion.

2 Related work

This section reviews all recent works that have been interested by weighted
feature selection.
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In [5], a combination of a Genetic Algorithm (GA) with K-Nearest Neigh-
bor(KNN) classifier has been proposed for weighting features of each class sep-
arately from the others. But, it has been found that this separation is unable to
match different class accuracies. This indicates that the weighting depends on
the entire training dataset. To correct, weights have been averaged, and conse-
quently classification accuracy has been reduced.

In [6], three different weighted feature selection methods are proposed basing
on three different classifiers namely, Artificial Neural Network (ANN), Support
Vector Machine (SVM), and Decision Tree (DT). The first one learns dataset
using one-hidden layer ANN architecture. Since each node in the input layer
represents one feature, each feature have been weighted by the sum of all weights
of the corresponding node leading to the hidden layer. Selected feature are that
having weight greater than a threshold. The second method is based on the
Support Vector Machine Recursive Feature Elimination (SVM-RFE) [7]. In each
iteration, after training the SVM classifier, features have been weighted and
ranked using the guiding coefficient of the hyper-plan, The feature with the
smallest weight has been eliminated. The third method has been considered as
the strongest one, it has been based on the C4.5 model. A top-down tree has been
constructed basing on recursive divide-and-conquer approach [8], where nodes
represent features. This method has been began by selecting the top-three level
nodes, then different test nodes have been generated in order to update selected
feature list.

Authors of [9] have developed a new method to select and weight features,
namely AGRM. The method is based on eliminating correlation, i.e. if two fea-
tures are correlated, it would be better to keep only one and remove the other.
Correlation between features, that should be minimized, has been modeled using
a mathematical problem, the solution of the latter indicates the weight of each
feature.

The weight here represents the level of influence from input feature to the
first hidden layer [32]. If the value is small (nearly zero), it means that the feature
is not a deciding fac- tor to pick whether a file is a malware or benign file. We
will measure the average weight of all features and set a threshold value. We
pick all features that have weight value higher than the threshold

3 Enhanced Chi-square feature selection method

The proposed method selects the most relevant features, then it weight them
considering their degree of relevance. The more the feature is relevant the more
the feature weight is greater. This way should improve classification performance
because it gives more significance to the feature that supports more information.
Feature weights are measured statically from the dataset distribution using the
Chi-square coefficient. All weights are scaled in the range [0, 1], where the most
relevant feature is weighted by 1 and all the other features 'f;’ are weighted by
a scaled ’w;’. There are several steps in this method.
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Firstly, the degree of relevance of each feature ’f;’ is evaluated by calculating
the dependency ’d;’ of this feature relative to the dataset class, using the Chi-
square coefficient given in formula (1).

N« (WZ-YX)?

= W+X)\W+2) Y +X)(Y +2)

(1)

where,

W is the number of times of the co-occurrence of the feature ’f;” and the
class ¢’

X is the number of times of the appearance of ’f;’ without ’c’,

Y is the number of times of the appearance of ’c’ without ’f;’,

Z is the number of times of the nonappearance neither ’c’ nor ’f;”,

N is the total number of dataset sessions.

This formula shows that the relevance degree measurement is based on the
dataset distribution. It increases when the variation of the feature ’f;” depends
on the class ’c’.

Then, all features are ranked based on these coefficient values, where the
greatest value is associated with the most relevant feature or the most depen-
dent on the class. Whereas, the less dependent ones that have not any influence
on the class are considered as noises, because relevant features cannot be inde-
pendent of the class [11]. In order to remove these features, an optimal threshold
value is empirically set. If the coefficient value is lower than the threshold, the
corresponding feature is removed. Features that are not removed are selected to
participate in classification.

In the last, each selected features ’f;’ is weighted by a scaled ’w;’ given in
formula (2). Weighting is performed by multiplying any selected feature values
by the corresponding weight.

d;

dmax

(2)

w; =

Where, d,q; is the maximum of all the d;.

4 Results and discussion

In this section, the experimental dataset for the assessment of the proposed
method is described, as well as its preparation. Afterward, it discusses the dif-
ferent performed experiments and the results.

4.1 Experimental dataset

Reliable and publicly available datasets is one of the fundamentals concerns of
researchers and producers in intrusion detection [12]. In this work, tests are per-
formed basing on the NSLKDD dataset [13]. It is the most used in ANID to train
and check a lot of Deep Learning-based classifiers [14, 15]. It is a new version of
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the old KDDcup99 dataset, it overcomes its statistical weakness that is duplicat-
ing samples in both training and testing datasets. Duplication has been removed
from NSLKDD to get high actual accuracy. NSLKDD dataset size becomes rea-
sonable, making it affordable to perform tests on the full dataset without select-
ing a small subset. One other advantage of NSLKDD is the separation of the
testing dataset from the training one. Therefore, prediction steps are performed
using the original dataset without any random dividing.

4.2 Dataset features Preparation

In the NSLKDD dataset, there are two types of features: numeric and nominal.
The first type is ready for computation, but nominal features are not. To fix this
problem, any nominal features are converted to numeric features by applying
the method 1-to-N features proposed in [16]. This method converts each nominal
feature, which varies among N values, into NV binary features representing only
one value. This conversion is performed using WEKA software. In fact, NSLKDD
is initially featured by 42 features, but after the 1-to-N transformation, the
number of features becomes 122. This is another reason to perform the feature
selection.

4.3 Experimental Results and discussion

The proposed supervised weighted feature selection method is evaluated on a set
of experiments. First, it is implemented using the NSLKDD dataset. Several sub-
datasets result from varying the number of selected features (NSF'). Then, they
are classified using a Deep Learning-based full-connected network. Finally, the
proposed method is compared with the Chi-square and Pearson feature selection
methods considering several classification performance metrics.

Tables 1,2,3 and 4 present the comparison between the proposed method
and the Chi-square method in terms of classification accuracy, precision, recall,
F-score, respectively.

NSF 5 10 15 20 30 40 50 60
Pearson |91.2 %|91.5 %|92.0 %| 92.8% | 92.9% | 92.3% |91.2% | 89.7%
Chi-square|92.9 %[94.1 %(94.8 %[94.9 %(95.0 %| 95.0 % |94.8 %|93.2 %
EChi2 |93.1 %[93.9 %|94.2 %|95.0 %|96.6 % (97.7 %|96.5 %|95.7 %
Table 1. Comparison between the proposed EChi2 and other methods in terms of
accuracy

The classification performances without any feature selection are: 79.9% of
accuracy, 88.2% of precision, 92.1% of recall, and 90.3% of F-score. So, it is
noticed that all feature selection methods can boost the classification that is
performed by introducing all features, including noisy ones.
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NSF 5 10 15 20 30 40 50 60
Pearson |89.5 %(91.0 %|91.9% |92.2 %| 92.9% | 92.6% |92.5% | 91.8%
Chi-square|90.5 %(92.6 %[91.4 %(92.5 %|93.8 %| 92.3 % (92.1 %|91.5 %
EChi2 [91.2 %[90.9 %|90.7 %|91.7 %| 92.9 % |93.7 %|92.6 %|93.3 %
Table 2. Comparison between the proposed EChi2 and other methods in terms of
precision

NSF 5 10 15 20 30 40 50 60
Pearson |96.6 %|97.3 %|97.6% | 98.2% | 98.5% |98.6 %| 98.1% | 97.5%
Chi-square(96.9 %(96.7 %|99.8 %|98.7 %(98.9 %(99.0 %|98.8 % (98.1 %
EChi2 [96.5 %(98.4 %99.4 %|97.7 %(99.2 %| 99.2 % [99.5 %(99.2 %
Table 3. Comparison between the proposed EChi2 and other methods in terms of
recall

NSF 5 10 15 20 30 40 50 60
Pearson [93.1 %|93.8 %|94.6% | 95.3% | 95.8% | 95.1% [94.6% | 94.3%
Chi-square(93.6 %[94.6 %(95.4 %|95.5 %|96.3 %| 95.5 % |95.2 %|95.2 %
EChi2 [93.7 %(94.5 %|94.8 %|94.6 %| 95.9 % |96.4 %|95.9 %(95.2 %
Table 4. Comparison between the proposed EChi2 and other methods in terms of
F-score

Concerning all classification metrics using Chi-square, Pearson and the pro-
posed method, generally, there is firstly a slight improvement when only a few
noisy features are removed (NSF> 40). Then, when NSF gets the optimal value,
a maximal enhancement is reached. When more features are removed (NSF< 30),
the classification performance starts to decrease because the dataset begins to
lose relevant features that help distinguish classes.

Fig. 1 presents the comparison between the best results of both Chi-square
and EChi2 in terms of the four classification metrics. Regarding the accuracy,
the proposed method outperforms the simple Chi-square. This is the strong
advantage of this proposed method because the accuracy metric measures the
degree of closeness to the perfect classification that does not make any mistakes.
Weighting selected features helps the classifier to distinguish more efficiently the
classes. Concerning the recall, it is slightly improved to be near to the perfect
value, and the precision is not missed.

5 Conclusion

This work proposes an enhancement of the Chi-square feature selection method
to improve Deep Learning-based anomaly network intrusion detection. The pro-
posed approach weights each selected feature considering the relevant degree.
The critical point of our proposal is that it is based on the dataset distribution
to improve behavioral-based intrusion detection. Experiments using the useful
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Fig. 1. Comparison between the best results of both Chi-square and the proposed
EChi2.

NSLKDD dataset show that the proposed method outperforms the simple Chi-
square and Pearson in terms of accuracy which is the most important clas-
sification metric. The other metrics are also considered and the classification
performances are not missed. This promising method opens avenues to design a
new ANID system based on new and real datasets for potential servers.
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