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Abstract. We show that SCL(FOL) can simulate the derivation of non-
redundant clauses by superposition for first-order logic without equal-
ity. Superposition-based reasoning is performed with respect to a fixed
reduction ordering. The completeness proof of superposition relies on the
grounding of the clause set. It builds a ground partial model according
to the fixed ordering, where minimal false ground instances of clauses
then trigger non-redundant superposition inferences. We define a respec-
tive strategy for the SCL calculus such that clauses learned by SCL and
superposition inferences coincide. From this perspective the SCL calculus
can be viewed as a generalization of the superposition calculus.

Keywords: first-order reasoning - superposition - SCL -
non-redundant clause learning

1 Introduction

Superposition [1,2,18] is currently considered as the prime calculus for first-
order logic reasoning where all leading first-order theorem provers implement a
variant thereof [14,16,20,22]. More recently, the family of SCL calculi (Clause
Learning from Simple Models, or just Simple Clause Learning) [4,8,9,11,17]
was introduced. There are first experimental results [3] available, and first steps
towards an overall implementation [5,7].

The main differences between superposition and SCL for first-order logic with-
out equality are: (i) superposition assumes a fixed ordering on literals whereas
the ordering in SCL is dynamic and evolves out of the satisfiability of clauses,
(ii) superposition performs single superposition left and factoring inferences
whereas SCL typically performs several such inferences to derive a single learned
clause, (iii) the superposition model operator is not effective on the non-ground
clause level whereas the SCL model assumption is effective. For first-order logic
without equality superposition reduces to ordered resolution combined with the
powerful superposition redundancy criterion. Our simulation result cannot be
one-to-one because an SCL learned clause is typically generated by several super-
position inferences and superposition factoring inferences are performed by SCL
only in the context of resolution inferences. The simulation result considers the
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ground case, where the superposition strategy used in the completeness proof only
triggers non-redundant inferences [1]. We call this strategy SUP-MO, Definition 5.
Overall first-order superposition completeness is then obtained by a lifting argu-
ment to the non-ground clause level. We actually show that a superposition refu-
tation of some ground clause set can be simulated by an SCL refutation on the
same clause set, such that they coincide on all superposition left (ordered resolu-
tion) inferences. For the superposition calculus we refer to [1] and for SCL to [9]
where all main properties of both calculi have meanwhile been verified inside the
Isabelle framework [10,19,21].

For example, consider a superposition refutation of the simple ground clause
set

Ngup ={(C1) P(a)V P(a), (C2) ~P(a)VQ(), (Cs) -Q(b)}

with respect to a KBO [13], where all symbols have weight one, and prece-
dence a < b < P < Q. Superposition generates only non-redundant clauses.
Then with respect to the usual superposition ordering extension to literals and
clauses we get (C1) <kBo-sup (C2) <kBo-sup (C3) and the superposition model
operator produces the Herbrand model N2, 7 = 0. Now clause (C1) is the min-
imal false clause, triggering a factoring inference resulting in (C4) P(a) and
clause set Ndyp = NJyp U {(C4s) P(a)}. The clause P(a) cannot be derived
by SCL because factoring is only preformed in the context of resolution infer-
ences. Now (Cy) is the smallest clause in Ndyp and the superposition model
operator produces N} = {P(a),Q(b)} with minimal false clause (C3). A
superposition left inference between (C3) and (Cs) generates (Cs) —P(a) and
NZip = Niyp U {(C5) —P(a)}. The generation of —P(a) can now be sim-
ulated by SCL by constructing the SCL trail [P(a)'Q(b)I™F(@VR®}] out of
Niyp = N, leading to the learned clause (Cs) —P(a) and respective clause
set N3op, = N, U{(C5) =P(a)}. Note that P(a) could have also been prop-
agated, see Sect. 2 rule Propagate, but this would eventually not lead to the
learned clause (C5) —P(a) but L. Finally, the superposition model operator pro-
duces N2 = {P(a),Q(b)} with minimal false clause (C5) and infers L. The

SUP
SCL simulation generates the trail [P(a)!7(®}] and then learns 1 as well out

of a conflict with (C5). Note that this SCL trail is based on a factoring of (C)
to P(a) that was the explicit first step of the superposition refutation. Recall
that by using an exhaustive propagation strategy, SCL would start with the
trail [P(a)P(@Q(b){"P(@VR®} and immediately derive L. Exhaustive propa-
gation is not a good strategy in general, because first-order logic clauses may
enable infinitely many propagations. Even together with the typical SCL restric-
tion to finitely many ground instances, there are exponentially many propaga-
tions possible, in general. Therefore, the regular strategy defined in [9] does not
require exhaustive propagation, but guarantees non-redundant clause learning.
The SCL-SUP strategy, Definition 8, and Definition 10, simulating superposition
SUP-MO runs is also a regular strategy, Lemma 17.

The paper is now organized as follows. After repetition of the needed concepts
of SCL and superposition, Sect. 2, the simulation result is contained in Sect. 3.
We show that any superposition refutation of a ground clause set producing only
non-redundant inferences through the SUP-MO strategy, can be simulated via
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the SCL-SUP strategy. Based on the 14 simulation invariants of Definition 7,
we show the invariants by an inductive argument on the length of the super-
position refutation, starting from the initial state, Lemma 13, for intermediate
superposition inference steps Lemma 14, until the final refutation Lemma 15,
and Lemma 16. For the simulation we do not consider selection in superposition
inferences in favor of a less complicated presentation. The paper ends with a
discussion of the obtained results. A full version of the paper including all proofs
is available on arxiv [6].

2 Preliminaries

We assume a first-order language without equality where N denotes a clause
set; C, D denote clauses; L, K, H denote literals; A, B denote atoms; P,Q, R
denote predicates; t, s terms; f, g, h function symbols; a, b, ¢ constants; and x, y, z
variables. Atoms, literals, clauses and clause sets are considered as usual, where
in particular clauses are identified both with their disjunction and multiset of
literals [9]. The complement of a literal is denoted by the function comp. The
function atom(L) denotes the atomic part of a literal. Semantic entailment |=
is defined as usual where variables in clauses are assumed to be universally
quantified. Substitutions o, 7 are total mappings from variables to terms, where
dom(o) := {x | xo # x} is finite and codom(c) := {t | o = t,x € dom(o)}.
Their application is extended to literals, clauses, and sets of such objects in the
usual way. A term, atom, clause, or a set of these objects is ground if it does
not contain any variable. A substitution o is ground if codom(o) is ground. A
substitution ¢ is grounding for a term ¢, literal L, clause C if to, Lo, Co is
ground, respectively. The function mgu denotes the most general unifier of two
terms, atoms, literals. We assume that any mgu of two terms or literals does not
introduce any fresh variables and is idempotent. A closure is denoted as C - o
and is a pair of a clause C' and a substitution ¢ that is grounding for C. The
function ground returns the set of all ground instances of a literal, clause, or
clause set with respect to the signature of the respective clause set.

A (partial) model M for a clause set N is a satisfiable set of ground literals.
A ground clause C is true in M, denoted M = C, if C N M # (), and false
otherwise. A ground clause set N is true in M, denoted M = N if all clauses
from N are true in M. A (partial) Herbrand model I for a clause set N is a set
of ground atoms. A ground clause C' is true in I, denoted I =g C, if there is
an atom A € C such that A € I, or there is a negative literal = A € C such that
A ¢ I, and false otherwise. A ground clause set N entails a ground clause C,
denoted N = C, if M = C implies M = {C} for all models M.

We identify sets and sequences whenever appropriate. However, the trail of
an SCL run is always a sequence of ground literals.

Let < denote a well-founded, total, strict ordering on ground literals. This
ordering is then lifted to clauses and clause sets by its respective multiset exten-
sion. We overload < for literals, clauses, clause sets if the meaning is clear from
the context. The ordering is lifted to the non-ground case via instantiation: we
define C' < D if for all grounding substitutions ¢ it holds Co < Do. We define
= as the reflexive closure of < and N=¢ :={D | D € N and D < C}.
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Definition 1 (Clause Redundancy). A ground clause C is redundant with
respect to a ground clause set N and an order < if N*¢ = C. A clause C is
redundant with respect to a clause set N and an order < if for all C' € ground(C)
it holds that C' is redundant with respect to ground(N).

Let <p denote a well-founded, total, strict ordering on ground atoms such
that for any ground atom A there are only finitely many ground atoms B with
B <p A. For example, an instance of such an ordering could be KBO without
zero-weight symbols. (Note that LPO does not satisfy the last condition of a <p
ordering although it is a well-founded, total, strict ordering.) The ordering <p
is lifted to literals by comparing the respective atoms and if the atoms of two
literals are the same, then the negative version of the literal is larger than the
positive version. It is lifted to clauses by a multiset extension.

The SCL(FOL) Calculus: The inference rules of SCL(FOL) [9] are represented
by an abstract rewrite system. They operate on a problem state, a six-tuple
(I'; N;U; B; k; D) where I' is a sequence of annotated ground literals, the trail;
N and U are the sets of initial and learned clauses; 3 is a ground literal limiting
the size of the trail; & counts the number of decisions; and D is either T, L
or a clause closure C' - ¢ such that Co is ground and false in I'. Literals in I”
are either annotated with a number, also called a level; i.e., they have the form
L* meaning that L is the k-th guessed decision literal, or they are annotated
with a closure that propagated the literal to become true. A ground literal L
is of level i with respect to a problem state (I'; N;U; 8;k; D) if L or comp(L)
occurs in I" and the first decision literal left from L (comp(L)) in I, including
L, is annotated with ¢. If there is no such decision literal then its level is zero. A
ground clause D is of level i with respect to a problem state (I'; N; U; 8; k; D)
if ¢ is the maximal level of a literal in D. The level of the empty clause L is 0.
Recall D is a non-empty closure or T or L. Similarly, a trail I is of level ¢ if the
maximal literal in I" is of level 1.

A literal/atom L/A is undefined in I' if neither L/A nor comp(L)/comp(A)
occur in I'. The start state of SCL is (¢; N;0; 3;0; T) for some initial clause set
N and bound . The below rules are exactly the rules from [9] and serve as a
reference for our simulation proof in Sect. 3.

Propagate (I';N;U;(;k;T) =gscL (I, Lo(CoVE& o N-U; B: k; T)

provided CV L € (NUU), C = CyV Cy, Ci0 = LoV ---V Lo, Cyo does
not contain Lo, § is the mgu of the literals in Cy and L, (C'V L)o is ground,
(CV L)o <g {8}, Coo is false under I', and Lo is undefined in I'.

Decide (I';N;U; B3k T) =scr (I Loy N U Bk +1;T)

provided atom(L) occurs C for a C € (N UU), Lo is a ground literal undefined
in I', and Lo <3 (.

Conflict (I N;U; B85k T) =scu (I5N;U;Bik; D - o)

provided D € (N UU), Do false in I' for a grounding substitution o.

Skip (I,L; N;U; B5k; D - 0) =scr (I;N;U; B3k —4;D - 0)

provided comp(L) does not occur in Do, if L is a decision literal then ¢ = 1,
otherwise 7 = 0.
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Factorize (I;N:;U;B;k;(DVLVL)-0) =scL (I'1N;U;B:k; (DV L)n-o)
provided Lo = L'o, n = mgu(L, L').
Resolve (I, L§'CVEI O N U B ks (D V L) - o)

=gscrL (I, LSCYE O N U; B k; (D V C)n - 06)
provided L§ = comp(L’c), n = mgu(L, comp(L')).
Backtrack (I, K, I, comp(La)*; N;U; B;k; (D V L) - 0)

=scL (To;s N;UU{DV LY 8;55T)
provided Do is of level ¢/ < k, and Iy, K is the minimal trail subsequence such
that there is a grounding substitution 7 with (D V L)7 is false in Iy, K but not
in Iy, and Iy is of level j.

A sequence of rule applications of a particular calculus is called a run of the

calculus. A strategy for a calculus restricts the set of runs we actually allow by
imposing further conditions on the allowed rule applications.

Definition 2 (SCL Runs). A sequence of SCL rule applications is called a
reasonable run if the rule Decide does not enable an immediate application of
rule Conflict. A sequence of SCL rule applications is called a regular run if it is
a reasonable run and the rule Conflict has precedence over all other rules.

All regular SCL runs are sound, only derive non-redundant clauses, always
terminate, and SCL with a regular strategy is refutationally complete (for first-
order logic without equality) [9].

The Superposition Calculus: Superposition [1,2,18] is a calculus for first-order
logic reasoning that also infers/learns new clauses like SCL. In contrast to SCL,
it does these inferences based on a static ordering < and, at the level of infer-
ence rules, independent of a partial model. A permissible ordering < for the
superposition calculus is always a well-founded, total, strict ordering on ground
literals. This ordering is then lifted to clauses and clause sets by its respective
multiset extension. A problem state in the superposition calculus is just a set N
of clauses. The start state the initial clause set. Due to the restriction to first-
order logic without equality, the most basic version of the superposition calculus
consists just of the following two rules (without selection):

Superposition Left (NW{C1VP(t1,...,tn),CaV-P(s1,...,8,)}) =sup
(N U {Cl \Y P(fl, - ,tn), CyV —\P(Sl, RN Sn)} U {(Cl \Y 02)0'})

where (i) P(t1,...,tn)o is strictly maximal in (Cy V P(t1,...,tn))0

(ii) —=P(s1,...,8,)0 is maximal, (iii) o is the mgu of P(t1,...,t,) and
P(s1,...,58n).
Factoring (NW{CV P(t1,...,tn) V P(s1,...,8,)}) =sup

(NU{CV P(t1,...,tn) VP(s1,...,80) U{(CV P(ty,...,t,))c})
where (i) P(t1,...,t,)o is maximal in (C'V P(t1,...,tn) V P(s1,...,8,))0
(ii) o is the mgu of P(t1,...,t,) and P(s1,...,Sy).
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Let sfac(C') represent a clause obtained by exhaustively applying superposi-
tion Factoring on C'. Recall, that superposition Factoring only applies to maximal
positive literals. Let sfac(N) represent the clause set N after every clause has
been exhaustively factorized by Superposition Factorization.

Although the superposition calculus itself is independent of a partial model
and may learn non-redundant clauses, the completeness proof of superposition
in [1] is based on a strategy that builds ground partial models according to
the fixed ordering <, where minimal false ground instances of clauses then trig-
ger non-redundant superposition inferences. Note that the completeness proof
relies on a grounding of the clause set that may lead to infinitely many clauses.
However, the strategy from the completeness proof can also be seen as a super-
position strategy for an initial clause set, where all clauses are already ground.
On ground, finite clause sets, superposition restricted to the strategy only infers
non-redundant clauses, always terminates, and is complete. The partial model
needed in each step of the strategy is constructed according to the following
model operator:

Definition 3 (Superposition Model Operator). Let N be a set of ground
clauses. Then Ny is the Herbrand model according to the superposition model
operator for clause set N and it is constructed recursively over the partial Her-
brand models N¢ for all C' € N:

NC:UD.<05D NI:UCGN(SC
5 — {B} if D= D'V B, B strictly maximal, Np g D
b 0 otherwise

We say that a clause C is productive (wrt. the model construction of a clause
set N) if 6c # (0. We say that a clause C' produces an atom B (wrt. the model
construction of a clause set N) if 6c = {B}.

After constructing the model N; for a clause set N, the strategy selects
the smallest clause in N that is false in N;. The strategy then selects a fitting
inference rule based on the reason why the clause is false in N;. The newly
inferred clause either changes the model in the next step or changes the smallest
clause that is false. This is the strategy used in the superposition completeness
proof [1].

Definition 4 (Minimal False Clause). The minimal false clause C € N is
the smallest clause in N according to < such that No Udc Fn C.

Definition 5 (Superposition Model-Operator Strategy: SUP-MO).
The superposition model-operator strategy is defined over the minimal false
clause with regards to the current clause set N. The strategy can encounter the
following cases:

(1) N has no minimal false clause. Then N is satisfied by Ny and we can stop
the superposition run.

(2) The minimal false clause in N is L. Then N is unsatisfiable, which means
we can also stop the superposition run.
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(3) C is the minimal false clause in N, and it has a mazimal literal L that
is negative. Then there must be a clause D € N with D < C, a strictly
mazimal literal comp(L), and dp = {comp(L)}. In this case, the strategy
applies as its next step Superposition Left to C and D.

(4) C is the minimal false clause in N, and it has a mazimal literal L that
is positive. Then L is not strictly mazimal in C and the strategy applies
Factoring to C.

The first two cases of the SUP-MO strategy also describe its final states
according to [1]. In all other states there is always exactly one rule applicable
according to the SUP-MO strategy, which also means that SUP-MO is never
stuck.

Lemma 6 (SUP-MO Applicability). Let N be a set of ground clauses. If N
has a minimal false clause C # |, then there exists exactly one rule applicable
to N according to the SUP-MO strategy.

3 SCL Simulates Superposition

In general, it is not possible to simulate all inferences of the superposition cal-
culus with SCL because SCL only learns/infers non-redundant clauses, whereas
syntactic superposition inferences have no such guarantees. Moreover, the infer-
ences by SCL are all based on conflicts according to a partial model driven by
the satisfiability of clause instances, whereas the inferences by superposition are
based on a static ordering <. We can mitigate these differences by restricting
superposition with the SUP-MO strategy because SUP-MO has non-redundancy
guarantees and it infers new clauses based on minimal false clauses with respect
to a ground partial model.

Let N9 be a set of ground clauses, totally ordered by a superposition
reduction ordering <. Let N? (for i@ > 0) be the result of i steps of the
superposition calculus applied to N° according to the SUP-MO strategy, i.e.,
NO =gqup.mo N' =sup.mo - .. =sup.mo NP Again, all N? are sets of ground
clauses, totally ordered by a superposition reduction ordering <. The SCL strat-
egy SCL-SUP that simulates superposition restricted to SUP-MO runs is defined
inductively on the clause ordering <. To guide and to prove the correctness of our
simulation, we assign to each SCL state and every clause some additional infor-
mation. For this purpose, every SCL state is annotated with a triple (i, C,~),
where 7 is an integer that states that the SCL state simulates the superposition
state N?, C is the last clause that was used as a decision aid by the strategy, v
is a function such that (C) = sfac(C) if sfac(C') € N and v(C) = C otherwise,
the SCL state also simulates the model construction for N* upto N, Udcr, where
C’ = ~4(C). The annotated states are written (I'; N, U; 8 k; E) ;. ¢ ) The over-
all start state is then (e; N°;0; 3;0; T)(0,1,), Where we assume (3 large enough
so A <5 3 for all A € atom(N?), L & N° and v(C) = sfac(C) if sfac(C) € N
and v(C) = C otherwise. We will later see that the annotated integer is not
relevant for the actual choice of SCL rules by the SCL-SUP strategy but only
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to prove that the strategy actually simulates superposition. Moreover, we define
a new ordering <~ based on our superposition ordering < and function  such
that C <, D if v(C) < v(D).

Definition 7 (State Simulation). Let (I'; N°;U; 3; k; E)i,p.y) be an SCL
state for the input clauses N°. Let L be the mazimal literal in D if D # L and
the minimal literal according to < otherwise. Let N° =gup.pro N' =sup-mo
... =gsup.mo N be the superposition run following the SUP-MO strategy start-
ing from the input clause set N°. Let D' = ~(D). Then we say that the SCL
state (I'; NO U; 6; k; E)(i,p.y) simulates N' and the model construction upto
Ny Uéps if

(i) atom(N®) = atom(N?) = atom(N° U U), A <5 3 for all A € atom(NY),
and D € {L}UN°UU
(ii) sfac(N°UU) C sfac(N?) and v(C) € N* for all C € N°UU and v(C) =
stac(C) or v(C) = C.
(iii) for all C € N there exists a C' € N° U U U {E} such that sfac(C) =
stac(C") if the mazimal literal in C is positive
(iv) for all C € N' there exists a C' € N°UU U{E} such that C' = C and
() =zC
(v) for all atoms A occurring in N°: A€ NpUdp: iff A€ T
(vi) for all atoms A: mA el iff A<L and A¢ Npr
(vii) for every literal L in I, ice., I' = I'",L, I, and all literals L' in I,
atom (L") < atom(L)
(viii) for every atom (= positive literal) B in I, i.e., ' = I'', B, I"", there exists
C € N°UU and a C' € N such that v(C) = sfac(C) = sfac(C") = C’,
and C' produces B, i.e., 6cr = {B}
(ix) for every clause C € N* with C < (D) that produces an atom B, i.e.,
dc = {B}, there exists C' € N° UU such that C = ~v(C") and C <, D.
(x) I' contains only decisions if E =T
(xi) E ¢ {T, L} iff I = I"B2(P) T contains only decisions, there etists
E' € N® where v(E) = E = E' is the minimal false clause in N, and
~BekFE
(xii) I" = C for all C € N°UU with C <, D
(xiii) Conflict is not applicable to (I'; N; U; B3; k; E)i,p)-
(xiv) LN UU and E= 1 iff ' =€ and L € N*

The above invariants can be summarized as follows: (i) All ground atoms
encountered are known from the start and the trail bound (§ is large enough
so SCL can Decide/Propagate them. (ii)—(iv) Every initial clause C or inferred
clause by SUP-MO must coincide with an initial clause C’ or learned clause by
SCL; this means on the one hand that for every clause C learned by SCL-SUP,
SUP-MO infers a clause C’ that is identical up to factoring; on the other hand
it means that for every clause C inferred by SUP-MO, SCL-SUP learns a clause
C’ that entails C (i.e. C' = C') and is at most as large as C' wrt. 7. (v)—(ix) The
partial model constructed by SCL-SUP and SUP-MO coincide and any atom B
in N¢ U d¢ produced by clause D has a clause D’ on the SCL side that could
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propagate B and vice versa. (x)—(xiii) Ensure that any Conflict in SCL-SUP
corresponds to a minimal false clause and that the trail is always constructed
in such a way that the Resolve applications per Conflict call are limited to the
maximal literal in the conflict; this property is needed or the next clause that
would be learned by SCL no longer coincides with the clauses learned by SUP-
MO. (xiv) Describes the final state in case the input clause set is unsatisfiable.

Now that we have defined how an SCL state must look like in order to simu-
late a superposition state, we define SCL-SUP, the SCL strategy that eventually
simulates a SUP-MO run. First, note that not all states visited by SCL-SUP
satisfy the invariants of Definition 7. However, the invariants hold again after
each so-called atomic sequence of SCL-SUP steps. Second, one atomic sequence
of SCL-SUP steps may skip over several successive superposition states. The
reason is that SCL can and must skip all steps of SUP-MO that occur because
the maximal literal in a clause is not strictly maximal, i.e., superposition Fac-
toring steps. SCL performs factoring implicitly in its Propagation rule so SCL
never has to explicitly simulate case (4) of Definition 5. Third, definition of the
SCL-SUP strategy is split in two parts and each part describes some atomic
sequences of SCL-SUP steps.

Definition 8 (SCL Superposition Strategy: SCL-SUP Part 1). Let
So = (I'; N U; 3 k; T)i,cy) be an SCL state with additional annotations for
the strategy. Let D be the next largest clause from C in the ordering <~ with
respect to the ground clause set N© UU. Let L be the mazimal literal of D. Let
[-A1, A, ... A,] be all negative literals such that for all i we have A; < L, all
A; undefined in I', A; occurs in N°UU, and A; < A;j11. Let D' = v(D) be in
N such that sfac(D) = sfac(D'). Let jo+1 be the number of occurrences of L in
D’ and j =i+ jo. Then the SCL Superposition Strategy (SCL-SUP) performs
the following steps to Sy (possibly without any actual SCL rule applications, just
changing the state annotation):

(1) First decide all literals [~ A1, —~As, ... —A,] in order, i.e., Sy =55k, Sy,

where Sy = (I ﬁA’fH, ooy AR NO UL B+ T)@,D)-

(2a) If the mazimal literal L in D is positive (i.e., L = B),
I, ﬂAlf'H, oo, m AR L D and Conflict is not applicable to
Sy = (I, AN [ —Aktn Rt NOUL Bk +n + 1 T)(j.p,~)s then
decide B, i.e., Sp :ngcﬁ'_ngP So, where ~' is the same as v except that
~'(D) = sfac(D).

(2b) If the mazimal literal L in D is positive (i.e., L = B),
I=ARL ARt L D) and E is the smallest clause in N U U that
is false in wrt. T —\AIfH, Y Las B3ac(D) then propagate B and apply
Conflict to E, i.e., Sy éggffgl‘}tlf S égg%’flgcép So,
where S = (I, —|A]f+1, oo, Akt psfac(D). NO. 172 3- | 4 E),p,y) and
v is the same as v except that v' (D) = sfac(D).

(2¢) Otherwise, So = Sy and no further rules have to be applied.
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A (potentially empty) sequence of SCL rule applications according to SCL-SUP
is called an atomic sequence of SCL-SUP steps if it starts from a state Sy and
ends in a state Sy outlined in the cases (2a-c).

The first part of the strategy simulates the recursive construction of the
partial model used in the SUP-MO strategy (see Definition 3). It assumes that
the model is already constructed up to the current annotated clause C and
extends this model for the next largest clause D € (N°UU). To this end, it uses
the rule Decide in step (1) to set all atoms A to false that are still undefined but
can no longer be produced by any clause greater or equal to D. Next the strategy
makes a case distinction. Step (2a) handles the case where D corresponds to a
clause D’ in the superposition state (modulo some Factoring steps skipped by
SCL) that produces atom B; SCL-SUP then adds B to the trail with the rule
Decide because producing/adding this atom does not falsify a clause. Step (2b)
handles a similar case compared to step (2a); but in this case producing/adding
the atom B to the trail results in a minimal false clause F; in order to force a
resolution step between clause D and E, SCL-SUP first uses Propagate to add
B to the trail and then applies conflict to E. Step (2c¢) handles the case where
D corresponds to a clause D’ that will not produce an atom B even modulo
some Factoring steps; in this case no further SCL rule applications are necessary
as the SUP-MO model will not change. Note that the annotated function ~ is
needed so the SCL state knows when the superposition state would have applied
Factoring to a clause C, which also means that it is now treated as its factorized
version (C') = sfac(C) in our inductive clause ordering.

Ezample 9. Let us now further demonstrate the three different cases of the first
part of the SCL-SUP strategy with the help of an example. Let N° be our initial
set of clauses:

N®={(C1) P(a), (C2) =P(b)VQ(a), (C5)~P(a)VQ(a)VQ(a),

(Ca) Pa) v —Q(a), (C5) =P(a)V —Q(a)}
We compare the run of SCL-SUP for N° with the run of SUP-MO for N° to
demonstrate that both runs coincide. As superposition ordering, we choose an
LPO with precedence a < b < P < . This means that the atoms are ordered
P(a) < P(b) < Q(a) < Q(b) and the clauses in N° are ordered C; < Co <
C3 < C4 = Cs. The initial SUP-MO state is simply the clause set N° and the
initial SCL-SUP state is (¢, N°,0, 3,0, T)(0, 1 4)» where vo(C) = C for all clauses
C'. In the first step of SCL-SUP, SCL-SUP first selects the clause C; as its new
decision aid because it is the next largest clause in N° compared to L. Then SCL-
SUP continues with step (1) of Definition 3. In this step SCL-SUP does nothing
because there are no atoms smaller than P(a). Next, SCL-SUP detects that the
maximal literal of C is positive, € = C1, and that the trail [P(a)!] does not result
in a conflict. Therefore, SCL-SUP follows step (2a) of Definition 3 and Decides
P(a), which results in the state ([P(a)'], N°,0, 8,1, T)(0,c1 ~)- Meanwhile, SUP-
MO starts with constructing a model for N° starting with the clause C;. The
result is that C; is productive and dc, = {P(a)} and N& = (), which coincides
with our new SCL trail.
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SCL-SUP considers the clause Cy as its new decision aid and continues with
step (1) of Definition 3. This time there is an atom smaller than the maximal
literal of Co namely P(b). Therefore, SCL-SUP Decides —P(b) in step (1) of
Definition 3, which results in ([P(a)', =P(b)?], N°,0, 8,2, T)(0,c.70)- Next, SCL-
SUP detects that the maximal literal of Cs is positive but that [P(a)!, =P(b)?] =
C5. Therefore, SCL-SUP follows step (2c) of Definition 3 and ends this atomic
sequence immediately. SUP-MO continues the model construction for N° with
the clause C3. The clause C5 is not productive because N& En Cs, where
N¢. =éc, = {P(a)} and d¢, = 0, which again coincides with our new SCL trail
as Herbrand models do not explicitly define atoms assigned to false.

SCL-SUP now considers the clause C3 as its new decision aid and continues
with step (1) of Definition 3. In this step SCL-SUP does nothing because all
atoms smaller than Q(a) are already assigned. Next, SCL-SUP detects that the
maximal literal of C3 is positive, [P(a)!, =P(b)?] £ Cs, and that the clause Cs is
false with respect to the trail [P(a)', ~P(b)?, Q(a)*?<(©3)]. Therefore, SCL-SUP
follows step (2b) of Definition 3, i.e. it Propagates P(a) and applies Conflict to
Cs, resulting in ([P(a)l,ﬂP(b)z,Q(a)Sf‘"‘C(C3)],NO,(Z),ﬁ,Q,Cg)(LCZ)m), where 1
is identical to vy except that ~;(C3) = sfac(C3) = —P(a) V Q(a). Note that
SCL-SUP must change the state annotations because the maximal literal in Cs
is not strictly maximal, so SCL-SUP skips and eventually silently performs the
Factorization step performed by SUP-MO. Note also that in the changed clause
ordering <., the order of Cy and C3 changed, i.e., C3 <, Ca, which corresponds
to sfac(C3) < Cy. Meanwhile, SUP-MO continues the model construction for N
with the clause C5. The clause C} is not productive because the maximal literal is
not strictly maximal so d(3y = () and Ng3 Udc, P Cs so Cg is the minimal false
clause in N°. SUP-MO resolves this conflict by applying Factoring to Cs, which
means SUP-MO infers the clause Cg = sfac(C3) = - P(a)V Q(a). The new clause
order in superposition state N = NOU{Cg} is C; < Cs < Cy < C3 < Cy < Cs,
which matches the changed ordering C3 <., C3 because Cs = 71(C3). Next,
SUP-MO updates its model construction for N'. The result is that C; and Cg
are productive and that N}, Udc, = {P(a),Q(a)}, which matches the current
SCL trail. Moreover, if we continue the model construction upto C5 then no new
literals are produced and Cy also turns into the minimal false clause for NT.

Definition 10 (SCL Superposition Strategy: SCL-SUP Part 2). Let
Sy = (I, B*e(©), NO. U; 3; k; E)g,c~) be an SCL state with E ¢ {T, L} and
additional annotations for the strateqy. Let L = —B be the maximal literal of
E. Let I' contain only decision literals. Let all atoms A occurring in N° U U
with A < B be defined in I' following the order <, i.e., for all A occurring in
NOUU with A < B there exist I'' and I'" such that I' =T, Lo, IT", Ly = A
or Ly = —A and all atoms A’ € NOUU with A’ < A are defined in I''. Let E be
contained in N*. Let jo be the number of occurrences of L in E and j = i + jo.
Let sfac(C) = C1V B and E = E'V E”, where E" contains all occurrences of L
in E. Then the SCL Superposition Strategy (SCL-SUP) performs the following
steps to Sp:
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(1) First apply Resolve to E until all occurrences of L are resolved away, i.e.,
So =%58esate, S1, where So = (I, B¥<(C); NO U Bi k; Es) (.0 and By =
E'vCiv...vC;.

(2a) If E5 = L, then we apply Skip until the trail is empty and then stop the
SCL run, i.e., Sa :ggfz‘_%UP S5, where S5 = (e; N U; 350; L) (5,1 )-

(2b) If Es # L, then Ey has a mazimal literal L. Next the strategy applies Skip
until comp(Lq) is the topmost literal on the trail, i.e., So igg?-%UP Ss,
where S3 = (F07L]f1;N°;U;6; k1; E2)(j,c,y)- (Note that this step skips at
least over the literal B32°(C) ),

(3) Next apply Backtrack to Ss, i.e., Sz =5asktrack 5, where Sy = (I'y; N°; UU
{Ea}; Bk — 1, T) (.0

(4a) If Ly is a negative literal, continue with the following rule applications.
Let D be the smallest clause in N° UU with mazimum literal comp(L;) =
By and Iy £ D. Then Propagate By from D, and apply Conflict to Es,
i.e., Sy égg)f_‘?{}t; ! :ggfrgcl[}g S5, where S5 = (Fo,BifaC(D);NO;U U
{E2}; B3k — 15 E2) (5, p.y) -

(4b) If Ly is a positive literal (i.e., L1 = B) and Conflict is not applicable to
Ss = (Lo, BY'; N%U U {Ex}; B;k1; T)(ja.anrys then decide B, i.e.,
Sy éggcffigUp S5, where j1 + 1 is the number of occurrences of By in
Es, jo =7+ j1, and ' is the same as v except that v/ (Es) = sfac(Es).

(4c) If Ly is a positive literal (i.e., Ly = B) and E5 is the smallest clause in
NOUU that is false in St = (Fo,BifaC(EQ);NO;U;ﬁ; k1 —1;T)(,By), then
propagate By and apply Conflict to Es, i.e., Sy = i 9t S1 @?é}fécép
Ss, where S5 = (I, By NOU; B k1 — 15 E3) jy.myyr)s J1 + 1 is the
number of occurrences of By in Es, jo = j + j1, and ' is the same as ~y
except that v'(Ey) = sfac(Es).

A (potentially empty) sequence of SCL rule applications according to SCL-SUP
1s called an atomic sequence of SCL-SUP steps if it starts from a state Sy and
ends in a state Ss outlined in the cases (2a) and (5a-c).

The second part of the strategy simulates the actual inferences resulting from
a minimal false clause found in step (2b) of Definition 8 or found in steps (4a) and
(4c¢) of Definition 10. These inferences always correspond to Superposition Left
steps of the SUP-MO strategy that resolve minimal false clauses £’ in N? with
maximal literal =B with the clause C’ in N* that produced B. Note however that
SCL-SUP may combine several Superposition Left steps of the SUP-MO strategy
into one new learned clause. This is the case whenever the maximal literal =B
in the minimal false clause E’ in N? is not strictly maximal. In this case, the
next minimal false clause E” will always correspond to the last inferred clause,
the maximal literal of this clause will still be =B, the clause producing B will be
again C’, and therefore the next Superposition Left partner of E” is also again
C'". Moreover, all of the skipped inferences are actually redundant with respect to
the final inference EJ in this chain, which explains why SCL-SUP is still capable
of simulating SUP-MO although it skips the intermediate inferences. The actual
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SCL-SUP clause E5 corresponding to final SUP-MO inference EY is computed in
the steps (1) and (2) of Definition 10 with greedy applications of the rules Resolve
and Factorize. The following steps of Definition 10 take care of the four different
cases how EY changes the model and minimal false clause in N7. The first case
is that B} = 1 so SUP-MO has reached a final state. This case is handled by
step (2a) of Definition 10 that simply empties the trail with applications of the
rule Skip so the resulting SCL state has the form of a SCL-SUP final state. The
second case is that the maximal literal L; in E} is negative. In this case, the
model for N? and N7 is still the same and just the minimal false clause changes
to E. This case is handled by steps (2b)—(4a) of Definition 10 that Backtrack
before comp(L;) was decided, propagate it instead and apply Conflict to Fs. In
the third and fourth case the maximal literal Ly in F} is positive. In this case,
the model for N* and N7 actually changes because E} is always productive. Case
(2b)—(4b) of Definition 10 handles the case where producing Ly leads to no new
minimal false clause, and case (2b)—(4c) of Definition 10 handles the case where
it does. Both cases work symmetrically to steps (2a) and (2b) of Definition 8.

Ezample 11. We continue Example 9 to demonstrate cases (1)—(4a) and
(1)—(2a) of the second part of the SCL-SUP strategy. We left the runs in
the SCL state ([P(a)t,~P(b)?, Q(a)**()],N°.0,3,2,C5)1,c,,,) that simu-
lates the superposition state N', where

N' ={(C1)P(a), (C2) =P(b)VQ(a), (Cs)~P(a)VQ(a)VQ(a),
(Ca) Pa) vV =Q(a), (C5) ~P(a)V—Q(a), (Cs) ~P(a)V Q(a)}

and C5 became the minimal false clause in N! after C; and Cg produced together
the partial model {P(a), Q(a)}. SUP-MO continues from the state N! by apply-
ing Superposition Left to C5 and Cg. In the new state N2 = N'U{(C7) —P(a)V
—P(a)} the new clause order is C; < C7 < Cg < C3 < C3 < Cy < C5 and
after constructing the model for Cy, which produces again P(a), the clause
C7 becomes again the minimal false clause. SCL-SUP follows (1) of Defini-
tion 10 and applies Resolve to Cs and sfac(C3) = Cg, resulting in the state
([P(a)t, = P(b)?, Q(a)*ac(C)] NO 0, 8,2,C7)(2,05.4,)- Then SCL-SUP continues
with steps (2b) and (3) by applying Skip twice and Backtrack once to jump
to the state (e, N°,{C7},5,0,T)(2,cs,7)- Next, SCL-SUP continues with step
(4a) because the maximal literal of C; is = P(a) and therefore negative. This
means SCL-SUP will add P(a) again to the trail but this time by applying
Propagate to C; and afterwards it applies Conflict to C7. The resulting state
([P(a)sfac(€)] NO {C+}, 3,0, C7)(2,¢1,71) Matches again the SUP-MO state N2.

SUP-MO continues from the state N? by applying Superposition Left to C7
and Cj, resulting in N3 = N2 U {(Cs)~P(a)}. Since Cy has the same maximal
literal as C7 it becomes automatically the next minimal false clause in N3. As a
result, SUP-MO applies Superposition Left to Cg and C;, which returns N°® =
N3U{(Cy) L} a final state that proves the unsatisfiability of N°. Meanwhile,
SCL-SUP simulates both Superposition Left steps with one atomic SCL-SUP
sequence. It starts with step (1) of Definition 10 and applies Resolve twice,
resulting in the state ([P(a)', =P (b)?, Q(a)s2°(C3)] N° . 3,2, L),cs,7)- Then
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it continues with step (2a) of Definition 10 and applies Skip until the trail is
empty. The resulting state (e, N°,0,3,2, L) 1, is a final state and proves
unsatisfiability of N°.

Ezample 12. The next example demonstrates the atomic sequence (1)—(4b) of
the second part of the SCL-SUP strategy. Let N° be our initial set of clauses:

N®={(C1)P(a), (C2)=P(b), (C3) ~P(a)VQ(a), (Ci) P(b)V-Q(a)

As superposition ordering, we choose an LPO with precedence a < b < P < Q.
This means that the atoms are ordered P(a) < P(b) < Q(a) < Q(b) and the
clauses in N© are ordered C; < Cy < C3 < C4. In order to keep the example
short, we skip the initial SCL-SUP steps and continue directly with the state
S = ([P(a)',~P(b)%, Q(a)™()], N (), 8,2, C4)(0,c5,4), Where v(C) = C for all
clauses C' and 3 = Q(b). This state simulates the superposition state N° upto
the model construction for Cs, where N¢, Udc, = d¢, Udc, = {P(a), Q(a)} and
(4 is the minimal false clause. SUP-MO continues from the state N° by applying
Superposition Left to Cy and Cs. In the new state N1 = NOU{(C5) =P (a)VP(b)}
the new clause order is C7 < C5 < C3 < C3 < (4 and the partial model
upto Cs is NO. U dg, = d¢, Ude, = {P(a)} U {P(b)}, which turns Cy
into the next minimal false clause. SCL-SUP simulates the above steps by
following the atomic sequence (1)—(4b) of Definition 10. The result is the
state ([P(a)t, P(b)*2<(@3)], N {C5}, B,1,C5)(1,c, ) matching again our current
superposition state and model.

Without clause (5, SCL-SUP would apply the atomic sequence
(1)—(4a) of Definition 10 to S, resulting in the state ([P(a)!,P(b)?], N° \
{C2}.{C5},6.2,T)(1,¢5,7)- This matches the state N* \ {Co} and its partial
model upto Cs that is still the same as for N with the exception that it does
not lead to a minimal false clause.

In order to actually show that every SCL-SUP run simulates a SUP-MO run,
we need to prove three properties. The first property is that each state visited by
an SCL-SUP run must simulate a state visited by the corresponding SUP-MO
run. Note that this property does not yet say anything about the order in which
SCL-SUP simulates the SUP-MO states. This property can also be seen as a
soundness argument for our strategy.

Lemma 13 (Initial SCL State Simulates Initial Superposition State).
The initial SCL state (e; N°;(; 3;0; T)(0,L1,~) stmulates the initial superposition
state N° and the model construction upto Nj)_ Udy

Lemma 14 (SCL-SUP Preserves Simulation). Let the SCL state S =
(I'; N U, B; ks E)(i,c,y) sitmulate the superposition state N? and the correspond-
ing model construction upto Nt, U dcr, where C' = ~(C). Let the SCL state
S" = (I'"; N U'; 3; k' E") ;D) be the result of one atomic sequence of SCL-
SUP steps. Then there ezists a clause D' € N7 with~'(D) = D' and S’ simulates
the superposition state N7 and the model construction upto N, U dpr.
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The second property is that each atomic sequence of SCL-SUP steps always
makes progress in the simulation. This means that each atomic sequence of SCL-
SUP steps either advances the superposition state N? simulated by the current
SCL state S = (F;NO;U;ﬂ;k;E)(inﬁ), i.e., it increases the annotated i, or it
still simulates the same superposition state N* but advances the simulation of
the model construction operator, i.e. it increases the annotated clause C' and
keeps i the same. Note that it can actually happen that an atomic sequence of
SCL-SUP steps skips over several superposition states. This property can also
be seen as a termination argument for our strategy because SUP-MO always
terminates on ground clause sets.

Lemma 15 (SCL-SUP Advances the Simulation). Let the SCL state
S = (I'; N U; B;k; E)(5,p,~) simulate the superposition state N and the model
construction upto Nty Uédp. Let the SCL state S’ = (I''; N U’; B; k5 E') .o 41
be the next state reachable by one atomic sequence of SCL-SUP steps. Then
either i < j ori=j andy' =~ and D <, D'.

The last missing property shows that the SCL-SUP strategy can always
advance the current SCL state whenever the simulated superposition state can
be advanced by the SUP-MO strategy. This means SCL-SUP is never stuck when
SUP-MO can still progress. These properties hold because the simulation invari-
ants in Definition 7 either correspond to a correct final state or they satisfy the
preconditions of Definition 8 or Definition 10. This property can also be seen as
a partial correctness argument for our strategy.

Lemma 16 (SCL-SUP Correctness of Final States). Let the SCL state
S = (I'; N U; B;k; E)(i,p,~) simulate the superposition state N? and the model
construction upto Nf/(D) U d(p)- Let there be no more states reachable from S
following an atomic sequence of SCL-SUP steps. Then S is a final state, i.e.,
either (i) E=1, D=1, 1 € N, and N° is unsatisfiable or (i) I' = N°.

We can also show that any SCL-SUP run is also a regular run. Although
this is not strictly necessary for the simulation proof, it is beneficial because it
means that SCL-SUP inherits many properties that hold for SCL restricted to
a regular strategy. For instance, that all learned clauses are non-redundant and
that SCL-SUP always terminates.

Lemma 17 (SCL-SUP is a Regular SCL Strategy). SCL-SUP is a regular
SCL strategy if it is executed on a state S = (I'; N°; U; B;k; E)(5,0,4) that sim-
ulates a superposition state N* and the corresponding model construction upto
Ny YUdyo)-

4 Conclusion

We have shown that the SCL(FOL) calculus [9] can simulate model driven super-
position [1] refutations deriving only non-redundant clauses. The superposition
calculus cannot simulate SCL refutations due to its static a priori ordering.
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In general, an SCL(FOL) learned clause is generated out of several resolution
and factorization steps. From this perspective the SCL(FOL) calculus is more
general and flexible than the superposition calculus. Furthermore, it only gener-
ates non-redundant clauses whereas any superposition implementation generates
redundant clauses due to the syntactic application of the superposition inference
rules.

Selection in superposition can also be simulated, but requires an additional
branch in the SCL-SUP strategy, because selection of non-maximal, negative
literals by superposition requires a different trail ordering for SCL in order to
simulate a respective superposition left inference.

For future work, we plan to lift our simulation result from the ground case to
the non-ground case. This lifting will require the extension of the SCL calculus
by an additional rule that learns clauses that are computed as intermediate
steps during the conflict analysis. This rule was left out of previous versions of
SCL because we would never use it in a CDCL inspired SCL-run and because
it would have complicated the termination and non-redundancy proofs for SCL.
Nevertheless, we are confident that the rule can be designed in such a way that
all properties of the original calculus still hold.

Considering the extension to the non-ground case, this result can be used in
various directions. It can be used to develop an alternative implementation of
the superposition calculus. Given a fixed ordering, the trail can be developed
according to the ordering, generating only non-redundant superposition infer-
ences. On the other hand, the concept of finite saturation can be kept this way
preserving a strong mechanism for detecting satisfiability. Secondly, the result
means that SCL can be used to naturally combine propagation driven reasoning
with fixed ordering driven reasoning. This might overcome some of the issues of
the current first-order portfolio approaches implemented in the state-of-the-art
provers.

Another calculus contained in first-order reasoning portfolios is InstGen [12,
15]. It abstracts a first-order clause set to propositional logic via a grounding
with a single constant. In case a CDCL sat solver proves the abstraction unsat-
isfiable, the first-order clause set is unsatisfiable too. For otherwise, the model
found on the propositional level triggers an instantiation inference of a first-order
clause. The instance rules out the before found propositional model modulo the
abstraction.

The CDCL model building after grounding can be simulated via a respective
SCL trail. This will then lead to a stuck state if SCL is restricted to the InstGen
grounding. Now let C' be the false first-order clause selected by InstGen for an
instance. Then the SCL stuck state can be extended to a conflict state for C.
Then SCL will not learn an instance of C, but a related clause that also rules out
the previously found model on the propositional level. This way the relationship
between InstGen and SCL can be investigated as well.
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