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Abstract
Reconstruction of highly accurate CAD models from point clouds is both paramount and challenging in industries such as
aviation. Due to the acquisition process, this kind of data can be scattered and affected by noise, yet the reconstructed geometric
models are required to be compact and smooth, while simultaneously capturing key geometric features of the engine parts. In
this paper, we present an iterative moving parameterization approach, which consists of alternating steps of surface fitting,
parameter correction, and adaptive refinement using truncated hierarchical B-splines (THB-splines). We revisit two existing
surface fitting methods, a global least squares approximation and a hierarchical quasi-interpolation scheme, both based on
THB-splines. At each step of the adaptive loop, we update the parameter locations by solving a non-linear optimization problem
to infer footpoints of the point cloud on the current fitted surface. We compare the behavior of different optimization settings
for the critical task of distance minimization, by also relating the effectiveness of the correction step to the quality of the
initial parameterization. In addition, we apply the proposed approach in the reconstruction of aircraft engine components
from scanned point data. It turns out that the use of moving parameterization instead of fixed parameter values, when suitably
combined with the adaptive spline loop, can significantly improve the resulting surfaces, thus outperforming state-of-the-art
hierarchical spline model reconstruction schemes.

CCS Concepts
• Computing methodologies → Parametric curve and surface models;

1. Introduction

Constructing continuous and flexible geometric models that are
easy to shape and manipulate is a fundamental requirement in many
applications. For example, they can serve for visualization and di-
rect measurements within a design phase or a manufacturing pro-
cess, as well as for simulations, i.e. performing numerical compu-
tations directly on the model or its components. In Computer Aided
Design (CAD) and Computer Aided Engineering (CAE) software,
spline representations are constructed in terms of B-splines or their
non-uniform rational extension (NURBS). This choice relies on the
properties of these functions, namely non-negativity, locality, and
partition of unity, which results in free-form shaped and flexible
geometric models that are easy to manipulate. However, real-world
data sets do not usually consist of such models, since the data ac-
quisition procedures, e.g. via laser scanners, diagnostic devices, or
photogrammetry schemes, yield raw-data points. Furthermore, de-
pending on the application and the collection method, these data
can result in structured point grids, meshes, or scattered point
clouds. Therefore, the design of continuous free-from geometric
models relies on different data fitting procedures. In this paper, we
propose an accurate adaptive approximation framework, applied to

industrial scattered data acquired through optical scans of aircraft
turbine blade components. We use adaptive spline models com-
bined with a moving parameterization to ensure high flexibility,
while simultaneously handling scattered parametric data configu-
rations within the adaptive loop.

The first fundamental step of any parametric fitting method con-
sists of assigning a parameter value to each data point. While this
parameterization process plays a crucial role it is still an open re-
search topic and several solutions have been proposed, that are
not optimal in a universal way. Parameterization methods for tri-
angulated surfaces were proposed in [Flo97, Flo03] and later ex-
tended to point clouds [FR01] and periodic surfaces [GJM21].
These methods rely on a barycentric mapping induced from the
local neighborhoods of the points. Recently, new data-driven ap-
proaches, such as neural networks, have also emerged as viable
options for tackling this problem. These include [LFU18, SJ21] for
univariate spline and polynomial approximation respectively, while
a more general framework was proposed in [DVGIM23, GIMS23]
for multivariate spline approximation. We refer the reader to the re-
lated survey articles [FH05, ZIYZ22] for more details on the topic
of parameterization.
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Often the parameterization and fitting problems are treated sepa-
rately, that is, first a fixed parameterization is constructed and is
kept fixed throughout the fitting algorithm. Hoschek introduced
in [Hos88] the idea that the parameterization must also be ad-
justed to the fitted surface: the so-called intrinsic parametrization
(or parameter correction method) is (iteratively) computed start-
ing from a certain initial approximation. The fitted points are pro-
jected onto the surface and the projected footpoints take the place
of the previous parameter values. The re-fitted surface can then sig-
nificantly improve the reconstructed geometric model. The core
of the method relies on efficient footpoint projection, that is re-
duced to a non-linear minimization problem. The iterative approach
of [Hos88] for finding the footpoint (i.e., the closest point on the
surface) has been revisited in [SD03] where a Newton-like method
is proposed for the problem. As in all non-linear minimization
schemes, the quality of the initial point, the nature of the objective
function, and the different stepping strategies play a crucial role
in the computation. Among the different contributions that incor-
porate parameter correction to improve spline approximation and
fitting, we just mention the case of structured adaptive data fitting
with T-splines [WZ13, SFF∗19] and of adaptive template mapping
[SJŠ19].

As far as surface fitting is concerned, current CAD/CAE tech-
nologies rely mostly on tensor-product constructions, which pose
several challenges for approximating scattered data point clouds,
as well as dealing with noise or outliers or other local proper-
ties. To this direction, the authors in [RB21] propose a weighted
quasi-interpolant, where the definition of suitable weights aims at
recovering the local information of the raw data points. A penal-
ized global least squares model is exploited in [MJM23, LYM∗23].
In particular, locality is tackled by automatically adapting the pe-
nalization power according to the data density. Regarding shape
representations, the need to overcome the intrinsic limits of tensor-
product spline constructions resulted in the development of new
adaptive spline spaces that allow local refinement. Among oth-
ers, these include T-splines [SZBN03], locally refined (LR) B-
splines [DLP13], hierarchical B-splines (HB) [Kra97] and their
truncated formulation as truncated hierarchical B-splines [GJS12]
(THB). The corresponding family of fitting methods typically ac-
cept as input a scattered point cloud, together with a suitable pa-
rameterization, and provide as output a locally refined spline ge-
ometric model, characterized by a certain prescribed accuracy.
In particular, we mention the THB-spline methods developed
in [KGZ∗14, BGS17, BGGS18] and [BGG∗22].

In the present work we follow up on the idea that, as the refine-
ment proceeds in an adaptive setting, not only the geometric model
but also the parameter values of each data point should be opti-
mized. In fact, when adaptively designing a parametric geometric
model, there is no evidence that the initial (possible) optimality of
the parameterization is maintained when changing the approxima-
tion space. We revisit two existing surface fitting schemes, a global
least squares approximation and a hierarchical quasi-interpolation
scheme, both based on THB-splines. At each step of the adaptive
loop, we update the parameter locations by solving a non-linear
optimization problem to infer footpoints of the point cloud on the
currently fitted surface. We compare the behaviour of different op-
timizers for the critical task of distance minimization, by also relat-

ing the effectiveness of the correction step to the quality of the ini-
tial parameterization. In addition, we apply the proposed approach
in the reconstruction of aircraft engine components from scanned
point data. It turns out that the use of a moving parameterization in-
stead of fixed parameter values, when suitably combined with the
adaptive spline loop, can significantly improve the resulting sur-
faces, thus outperforming state-of-the-art hierarchical spline model
reconstruction schemes.

The paper is organized as follows. Section 2 provides a brief
overview of (TH)B-splines constructions. After presenting the scat-
tered data fitting problem, Section 3 introduces adaptive THB-
spline approximations with moving parameters. In particular,
two THB-spline adaptive fitting algorithms for scattered data
[KGZ∗14, BGG∗22] are revisited with this new perspective. Sec-
tion 4 shows the benefits of employing the proposed method on a
selection of geometric models representing aircraft engine compo-
nents.

2. B-spline constructions

In this section, we introduce the main concepts of polynomial B-
splines and their hierarchical extension.

2.1. B-splines

Let Ω = [a,b] ⊂ R be a real interval, d ∈ N a polynomial degree,
k := d +1 the corresponding order, and let ttt := [t0, . . . , tn+k] a vec-
tor of non-decreasing real values, with tk−1 ≡ a and tn+1 ≡ b,
called knot-vector. Thereby, n+1 univariate B-splines of degree d
over [a,b] can be recursively generated [DB02]. To this purpose,
let β j,k : R→ R indicate the j-th B-spline of order k ≥ 1, for each
j = 0, . . . ,n. For u ∈ R, if k = 1 ,

β j,1(u) =

{
1 if u ∈ [t j, t j+1)

0 otherwise

and β j,1(tn+1) = 1. If k ≥ 2,

β j,k(u) = ω j,k(u)β j,k−1(u)+
(
1−ω j+1,k(u)

)
β j+1,k−1(u),

where ω j,k : R→ R is a piecewise linear polynomial of the form

ω j,k(u) =

{ u−t j
t j+k−1−t j

, if u < t j+k−1

0 otherwise.

Note that each B-spline β j,k for j = 0, . . . ,n is a piecewise poly-
nomial function of degree d, which has maximum local smooth-
ness on each subinterval of the partition ttt. On the other hand, the
regularity at each unique knot t j ∈ ttt is d − µ j, where 1 ≤ µ j ≤ d
is the number of times the knot value t j appears in ttt. Univari-
ate B-splines are characterized by three key properties: (i) non-
negativity, β j,k(u)≥ 0 for all u ∈ R, (ii) local support, β j,k(u) = 0
if u ̸∈ [t j, t j+k), and (iii) partition of unity, ∑

n
j=0 β j,k(u) = 1 if

u ∈ [tk−1, tn+1] ≡ [a,b]. The spline space of order k and knots ttt
is defined as V := span{β0,k, . . . ,βn,k}.

Univariate B-splines can be easily extended to higher dimen-
sions by considering a tensor-product construction. In particular,
let Ω be a hypercube of RD, ddd = (d1, . . . ,dD) the polynomial multi-
degree, kkk = (k1, . . . ,kD) the corresponding polynomial multi-order
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and G the tensor-product mesh, defined by suitable knot vectors
in each parametric direction ttt1, . . . , tttD. A tensor-product B-spline
β j : RD → R is then defined as the product of D univariate B-
splines, for each j ∈ Γkkk := { j = ( j1, . . . , jD) | jh = 1, . . . ,nh, h =
1, . . . ,D}. Because of the tensor construction, many of the simple
algebraic properties of univariate B-splines hold. In particular, non-
negativity, locality, and partition of unity. The tensor-product spline
space of multi-order kkk with respect to the tensor-product grid G is
the space V := span{β j | j ∈ Γkkk}.

2.2. Truncated hierarchical B-splines

When dealing with multivariate settings, the tensor-product con-
structions allow only a global distribution of the degrees of free-
dom for the problem at hand, whereas local spline refinement en-
ables the possibility of achieving flexible and accurate models by
strongly reducing the total number of degrees of freedom when
compared with standard tensor-product B-spline representations.
This type of mesh design is intrinsically supported by hierarchical
splines [FB88], where local refinement is achieved by introducing
tensor–product B-splines on multiple hierarchical levels. A selec-
tion mechanism to properly identify a hierarchical B-spline basis
was originally introduced in [Kra97].

Let Ω be a hypercube of RD and let ddd be a polynomial
multi-degree, while kkk is the corresponding multi-order. We con-
sider a nested sequence of L tensor-product B-spline spaces
V0 ⊂ . . . ⊂ VL−1 defined on Ω ⊂ RD, so that for each level
ℓ = 0, . . . ,L − 1, Vℓ = span

{
β
ℓ
j | j ∈ Γ

ℓ
kkk

}
, where Γ

ℓ
kkk is the set of

indices for the tensor-product B-spline basis of level ℓ. In addition,
each Vℓ is associated with a tensor-product mesh Gℓ and their (non-
empty) quadrilateral elements q are commonly addressed as mesh
cells of level ℓ. We also consider a nested sequence of closed do-
mains Ω ≡ Ω

0 ⊃ . . . ⊃ Ω
L = ∅, so that each Ω

ℓ is the union
of a subset of cells of the tensor product mesh Gℓ. The hierarchical
mesh is defined as

G :=
{

q ∈ Gℓ | ℓ= 0, . . . ,L−1
}
,

where each Gℓ :=
{

q ∈ Gℓ |q ⊂ Ω
ℓ \Ω

ℓ+1
}

is called the set of ac-
tive cells of level ℓ.

The hierarchical spline construction consists in replacing any B-
spline of level ℓ with support completely contained in Ω

ℓ+1 by B-
splines at successively refined levels. More precisely, the hierarchi-
cal B-spline basis is defined as

Hkkk :=
{

β
ℓ
j | j ∈ Aℓ

kkk, ℓ= 0, . . . ,L−1
}

where

Aℓ
kkk :=

{
j ∈ Γ

ℓ
kkk |supp

(
β
ℓ
j

)
⊆ Ω

ℓ∧ supp
(

β
ℓ
j

)
̸⊆ Ω

ℓ+1
}

is the set of indices of active functions and supp
(

β
ℓ
j

)
denotes the

intersection of the support of β
ℓ
j with Ω

0. The corresponding hi-
erarchical space is defined as span{Hkkk}. This simple definition,
however, leads to different overlaps of coarse and fine B-spline sup-
ports, and partition of unity of the basis is lost. Truncated hierarchi-
cal B-splines (THB-splines) were introduced in [GJS12] to reduce

the interaction between hierarchical functions at different levels
and recover the partition of unity property. For any ℓ= 0, . . . ,L−2,
let s ∈ Vℓ ⊂ Vℓ+1 a tensor-product spline represented in terms of
the basis of the refined space Vℓ+1 as

s(uuu) = ∑
j∈Γ

ℓ+1
kkk

cℓ+1
j (s)βℓ+1

j (uuu), for uuu ∈ Ω,

for suitable coefficients cℓ+1
j (s), for each j ∈ Γ

ℓ+1
kkk . The truncation

of s ∈ Vℓ at level ℓ+1 is defined as

truncℓ+1 (s) := ∑
j∈Γ

ℓ+1
kkk

supp(β
ℓ
j )̸⊆Ω

ℓ+1

cℓ+1
j (s)β

ℓ+1
j

and the cumulative truncation with respect to all finer levels is

Truncℓ+1 (s) := truncL−1
(

truncL−2
(
. . .

(
truncℓ+1 (s)

)
. . .

))
,

with TruncL(s)≡ s, for s ∈ VL−1. Finally, the THB-spline basis for
the hierarchical space can be defined as

Tkkk :=
{

τ
ℓ
j = Truncℓ+1

(
β
ℓ
j

)
| j ∈ Aℓ

kkk, ℓ= 0, . . . ,L−1
}
,

where the B-spline β
ℓ
j is the mother B-spline of the truncated τ

ℓ
j.

THB-splines are non-negative, have local support, form a partition
of unity, and span the same space of the hierarchical B-spline basis,
span{Hkkk} ≡ span{Tkkk} [GJS12]. The effectiveness of employing
THB-splines both for geometric design and isogeometric analysis
has been shown in [GJK∗16], among others.

Because of their properties, THB-splines are a desirable tool for
building flexible geometric models. They have been here presented
in their more general form, where their construction can be devel-
oped in any parametric and physical dimension, namely for any
D,N ∈ N≥1. In particular, a (TH)B-spline object is a linear combi-
nation of (TH)B-splines, defined as

sss(uuu) =
L−1

∑
ℓ=0

∑
j∈Aℓ

kkk

ccc jτ
ℓ
j(uuu), uuu ∈ Ω, (1)

with ccc j ∈ RN for j ∈ Aℓ
kkk, ℓ = 0, . . . ,L − 1. For D = 1 a planar

(N = 2) or spatial (N = 3) (TH)B-spline curve can be specified,
whereas for D = 2 and N = 3 a (TH)B-spline surface can be as-
sembled. Throughout the rest of the paper, by moving to industrial
applications, we will always assume D = 2 and N = 3.

3. Adaptive THB-splines fitting with moving parameters

Let P = {pppi ∈ R3 | i = 1, . . . ,m} be a (noisy) scattered point cloud
of m data belonging to the physical space, the problem of surface
fitting consists in finding a surface sss : Ω ⊆ R2 → R3, which ap-
proximates each point of P , hence sssi ≈ pppi for each i = 1, . . . ,m,
where sssi is a point on the surface associated to the observation pppi
for each i = 1, . . . ,m. This results in an exact match sssi = pppi, if we
require the approximating model sss to interpolate the data, for each
i = 1, . . . ,m.

Due to the THB-spline properties and their effectiveness as ge-
ometric design tools in CAD/CAE frameworks, we require sss to be
a THB-spline surface of a certain fixed bi-degree ddd and bi-order kkk

© 2023 The Author(s)
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as defined in (1). A crucial problem in any parametric surface re-
construction scheme consists in the data parameterization, namely
assigning to each point pppi ∈ R3 a corresponding parameter value
uuui ∈ Ω ⊂ R2 for i = 1, . . . ,m in order to define the parametric set
U := {uuui ∈ Ω ⊂ R2|uuui = (ui,vi) , i = 1, . . . ,m}. Since the param-
eters encode intrinsic characteristics of the surface representation,
estimating a good point cloud parameterization is a fundamental
and delicate issue. State-of-the-art THB-splines fitting methods ad-
dress the parameterization problem, the construction of the hierar-
chical space, and the definition of the control net separately. In par-
ticular, given P , a suitable parameterization U is computed and, on
such a fixed parameterization, both the hierarchical space and the
approximating spline model are defined by addressing alternately
the knot placement and the computation of the control net within
an adaptive loop [KGZ∗14, BGS17, BGG∗22]. In this section in-
stead, we propose a strategy to properly embed the parameteriza-
tion within the adaptive fitting schemes.

3.1. Initial spline configurations

To approximate the industrial scattered point clouds examined in
this paper, the heuristics developed in [FR01] are employed as ini-
tial parametrization. These methods consist of two steps: given
a point cloud P , firstly its boundary points PB ⊂ P are indi-
viduated and parameterized with univariate techniques, see e.g.
[Lee89, PT95, Lim99, SA04, BÖKK20], so that their parametric
values lay anticlockwise on ∂Ω. Subsequently, a graph-connectivity
is determined, by defining for each interior point pppi ∈P \PB a cer-
tain neighbourhood, e.g. by determining the k nearest points to pppi
for some appropriate k ∈ N≥1, among others. Thereby, the interior
point parameters are computed as weighted convex combinations
of the parameters of their neighbours. Note that, specific choices
of neighbourhoods and weights considered in the convex combi-
nations characterize the final parameterization and lead to different
results, see [FR01] for more details. In principle, however, any pa-
rameterization method can be employed as a starting parameteriza-
tion to be further improved within the adaptive scheme.

In addition to the parameterization, the design of spline models
is characterized by further unknowns, i.e., the knot lines placement,
which defines the initial knot configuration, and, consequently, the
control points of the geometric model sss. In a more general context,
the weights associated with the data observations, a smoothness
functional and the real factor controlling its influence are all ad-
ditional potential unknowns. However, their analysis goes beyond
the scope of this paper. For interpolation problems, the amount of
degrees of freedom is known a priori since it is constrained to the
number of data observations. On the other hand, the input data P
hereby considered are industrial real-world data, namely noisy and
unevenly distributed. Hence, any interpolation scheme would po-
tentially result in a costly model with as many degrees of freedom
as the number of input points, being nevertheless numerically in-
accurate. Therefore, we seek a geometric model sss, which approxi-
mate the data P within a certain tolerance ε∈R>0, in the sense that
dist(sssi, pppi) ≤ ε for each i = 1, . . . ,m, where dist(·, ·) is a suitable
distance metric. In particular, given the data P , their parameteriza-
tion U and a tensor-product mesh G, we exploit two methods for the
computations of the control points: a penalized global least squares

and a quasi-interpolation scheme. The final amount of degrees of
freedom needed to obtain the desired accuracy is usually derived
through an iterative process which performs adaptive spline refine-
ment.

3.2. Hierarchical spline approximation

Once an initial parameter and mesh configuration is chosen, any
adaptive approximation procedure is characterised by four main
steps which are successively repeated: (1) computation of the ap-
proximation on the current mesh, (2) error estimation, (3) marking
and (4) refinement strategies to suitably identify the adaptive mesh
to be used in the next iteration of the adaptive loop. In particular,
we revisit the adaptive global least squares method (LS) proposed
in [KGZ∗14] and the adaptive hierarchical quasi-interpolation (QI)
approach proposed in [BGG∗22] to define adaptive THB-spline
surface fitting schemes with parameter correction.

Within the surface fitting framework, for a fixed THB-spline
space, the first step of the adaptive loop consists in computing the
control points cccℓj for each j ∈ Aℓ

kkk and ℓ = 0, . . . ,L−1 to define the
geometric model in (1). As concerns LS, this is achieved by solving
the penalized least squares problem

min
cccℓj , j∈Aℓ

kkk ,
ℓ=0,...,L−1

1
2

m

∑
i=1

∥sss(uuui)− pppi∥
2
2 +λJ (sss) ,

where the penalization term J is the thin-plate energy functional,
whose influence is controlled by a weight λ ≥ 0., i.e. for uuu =
(u,v) ∈ Ω,

J (sss) =

∫
Ω

∥∥∥∥∥ ∂
2sss

∂u∂u

∥∥∥∥∥
2

2

+2

∥∥∥∥∥ ∂
2sss

∂u∂v

∥∥∥∥∥
2

2

+

∥∥∥∥∥ ∂
2sss

∂v∂v

∥∥∥∥∥
2

2

dudv. (2)

As concerns the QI, each control point cccℓj depends on a (lo-
cal) subset of the input point cloud P j ⊂ P and its correspond-
ing parameters U j ⊂ U , i.e. cccℓj = cccℓj

(
P j,U j

)
for each j ∈ Aℓ

kkk
and ℓ = 0, . . . ,L− 1 and therefore, the resolution of a global lin-
ear system is avoided. Note that by exploiting THB-spline con-
structions, it is possible to define hierarchical quasi-interpolation
schemes without any additional efforts with respect to their tensor-
product formulations [SM16]. More specifically, the computation
of the QI control net consists of implementing a two-stage algo-
rithm by combining local penalized least squares spline approxi-
mations (first stage) with the assembly of the hierarchical quasi-
interpolant (second stage). In particular, for each j ∈ Aℓ

kkk and ℓ =

0, . . . ,L − 1, let β
ℓ
j be the mother tensor-product B-spline of the

truncated τ
ℓ
j, i.e., τ

ℓ
j = Truncℓ+1(βℓ

j), and Ω j ⊂ Ω a suitably cho-
sen local subdomain which has a non-empty intersection with β

ℓ
j,

namely Ω j ∩ supp(βℓ
j) ̸= ∅. Subsequently, individuate the indices

I j =
{

i |uuui ∈ U ∩Ω j
}
⊂ {1, . . . ,m}, so that nmin ≤

∣∣I j
∣∣≪m and the

related data

P j =
{

pppi | i ∈ I j
}
, U j =

{
uuui | i ∈ I j

}
. (3)

For more details on the choice of nmin, I j,P j and U j see [BGG∗22].

Finally, denote with
{

β
ℓ
r |r ∈ Λ

ℓ, j
kkk ⊂ Γ

ℓ
kkk

}
the subset of tensor-

© 2023 The Author(s)
Eurographics Proceedings © 2023 The Eurographics Association.



C. Giannelli, S. Imperatore, A. Mantzaflaris & D. Mokriš / Leveraging moving parameterization and THB-splines for CAD surface reconstruction

product B-splines which do not vanish on Ω j (by definition β
ℓ
j be-

longs to it). We then approximate P j with

sss j(uuu) = ∑
r∈Λ

ℓ, j
kkk

ααα
ℓ
rβ

ℓ
r(uuu) (4)

by computing the following penalized tensor-product B-spline lo-
cal approximation,

min
αααℓ

r ,r∈Λ
ℓ, j
kkk

∑
i∈I j

∥∥sss j(uuui)− pppi
∥∥2

2 +λJ(sss j),

where the penalization term has been chosen again as the thin-plate
energy in (2). The computation of all the local approximations (4)
for each j ∈ Aℓ

kkk and ℓ = 0, . . . ,L− 1 terminates the first stage. The
second stage consists of assembling the global approximation de-
fined in (1). In particular, due to the THB-spline properties, each
coefficient cccℓj = cccℓj(P j,U j) in (1) directly corresponds to the coef-
ficient ααα

ℓ
j associated with β

ℓ
j in (4).

Subsequently, the second step of the adaptive fitting loop con-
sists of evaluating the THB-spline approximant on the parameter
sites uuui ∈ Ω related to the data points pppi to compute a suitable er-
ror indicator. In particular, we choose the point-wise error distance
∥sss(uuui)− pppi∥2 for each i= 1, . . . ,m, among others. The error indica-
tor indicates the region of the domain Ω where additional degrees
of freedom are needed to meet the prescribed surface accuracy, by
individuating the parametric sites uuui ∈ U where it exceeds a certain
input threshold, i.e. ∥sss(uuui)− pppi∥2 ≥ ε.

As concerns the LS scheme, for the making strategy we iden-
tify the cells of the current hierarchical level ℓ which contain the
parameters uuui identified by the error indicator and mark them for
refinement, together with two surrounding rings of cells in the hi-
erarchical mesh. For more details about the feasible configurations
of hierarchical meshes with THB-splines for geometric design, see
[GJK∗16]. In the QI scheme instead, the marking process is nat-
urally implemented on the basis functions. In particular, the basis
function of level ℓ which are active on the parameter sites charac-
terized by ∥sss(uuui)− pppi∥2 ≥ ε are marked for refinemnt and replaced
by basis functions of the successive hierarchical level ℓ+1.

Finally, the refinement strategy of the two THB-spline fitting
schemes has to be considered. In LS, the marked cells are dyad-
ically split, whereas in QI the refinement strategy is more sophis-
ticated, to better handle scattered data configurations and exploit
local adaptivity. In particular, in some situations, the parameter val-
ues corresponding to the local data set U j can be concentrated in a
small part of the support of a marked function, thus splitting its
support may affect the quality of the final approximation. The sup-
port of each marked basis function is then analyzed as follows: if
it contains a minimum number of data points, its dyadic refinement
is considered, otherwise the local refinement of the corresponding
area is prevented, see [BGG∗22] for the details.

At this stage, the hierarchical space has been updated and both
in [KGZ∗14] and [BGG∗22] a new iteration of the adaptive loops
begins. We now enrich the hierarchical approximation scheme by
updating the current parameterization, after the refinement strategy.
This additional step in the adaptive loop enables the definition of
adaptive THB-spline fitting with moving parameters.

3.3. Moving parameters

In the context of surface fitting, the parameters update within the
described adaptive methodology is performed by adding a param-
eter correction (PC) routine [Hos88], at the end of the standard
adaptive loop. This method consists of locating the points on the
geometric model which are the closest to the data points, in terms
of Euclidean distance. Given a point cloud P , its parameterization
U and a surface sss : Ω ⊂R2 →R3, the surface closest point problem
consists in solving the following minimization problem,

min
(ui,vi)

1
2
∥sss(ui,vi)− pppi∥

2
2 , for each i = 1, . . . ,m.

This two-dimensional nonlinear problem can be explicitly formu-
lated as

(sss(ui,vi)− pppi)
T ∇sss(ui,vi) = 0, for each i = 1, . . . ,m, (5)

where ∇sss indicates the gradient of the surface sss, and solved by em-
ploying a suitable optimizer. In view of (5), the vector connecting
the data point pppi to the surface point sss(ui,vi) has to be orthogo-
nal to the tangent plane of the surface and sss(ui,vi) is then usually
called the foot-point of pppi over sss for each i = 1, . . . ,m. The updated
parameterization ūuui = (ūi, v̄i) is defined as the solution of (5), for
i = 1, . . . ,m. Note that after performing one step of PC, the geo-
metric model can be updated by fitting again the surface sss to the
points P with the corrected parameters. Consequently, a new pro-
jection and the corresponding correction can take place. Usually, a
few steps of PC are sufficient to improve the accuracy of the ap-
proximation.

The solution of the optimization problem leads to computing the
optimal intrinsic parameterization of a given spline model. Within
this framework, one step of PC consists of solving (5) for sss belong-
ing to the refined hierarchical space and subsequently projecting the
points of P on the refined THB-spline surface sss and finally con-
sidering their foot-point as the new parameters U . After a certain
number of PC steps, the new parameters and the refined adaptive
space are employed to implement another iteration of the adaptive
loop. Note that the parameter correction is applied globally to the
entire approximant. In particular, for the QI scheme, for each local
problem the parameters U j individuated in (3) are kept fixed.

At the beginning of the next iteration, the corrected geometry is
updated by solving the approximation scheme again and the adap-
tive procedure is iterated. As for standard adaptive fitting strate-
gies, this loop is performed until the maximum point-wise error is
within an input tolerance ε or a maximum number of hierarchical
level L is reached. Note that PC steps should naturally be embed-
ded in any adaptive scheme, i.e. not limited to fitting problems,
since even if the starting parameterization benefits from optimal-
ity within the initial space, there is no evidence that optimality is
maintained when moving to wider approximation spaces, related to
their adaptive extensions.

3.4. Interaction of foot-point projection with adaptive spline
configurations

Finding successfully the foot point projection of a point on a sur-
face is a challenging open problem, see e.g. [KS14] and references
therein. As far as parameter correction is concerned, the foot-point
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projection in [Hos88] is performed iteratively, by linearizing the
problem in (5). Subsequently, in [SD03], the iterative procedure
has been replaced by the application of a Newton-like approach.
Due to the locality of Newton-like gradient methods, to properly
correct the parameters, it is paramount to start from a good initial
parameterization guess as well as with a reasonably good geometric
model.

Figure 1 shows the consequences of incorporating the PC rou-
tine at a too-early stage of adaptive fitting schemes. More specif-
ically, we fit a point cloud P of an industrial tensile part, about
2.5 · 10−2m long, and consisting of 9281 scattered data, with the
LS scheme presented in [KGZ∗14]. An initial tensor-product B-
spline approximation of bi-degree ddd = (2,2) is built on a coarse
4× 4 tensor-product mesh and illustrated in Figure 1 (a). This ini-
tial coarse mesh is then adaptively refined, using a criterion of error
threshold with ε = 5e−5m, leading to a final THB-spline model
with 1136 degrees of freedom (DOFs) that registers a maximum
error (MAX) of 8.333e−5m. The THB-spline approximation ob-
tained by introducing 1 PC step at each iteration of the adaptive
loop is shown in Figure 1 (b) and is characterized by 969 DOFs,
MAX error of 3.059e−4m. Consequently, we may note that using
the inaccurate approximation shown in Figure 1 (a) to compute the
foot-point projections and correct the parameters, leads to a final
fitting result that is not suitable for further processing due to self
intersections seen in Figure 1 (b). We then consider as initial spline
configuration the tensor-product B-spline approximation built on a
tensor-product mesh with two additional dyadic refinements with
respect to Figure 1 (a), i.e., with a 16× 16 mesh, as shown in Fig-
ure 1 (c). These settings lead to stable foot point projection, due
to the quality of the initial approximation and the LS scheme with
moving parameters results in a model with 607 DOFs and MAX
error 8.467e−5m, shown in Figure 1 (d).

The choice of the optimizer and its settings are fundamental for
the successful computation of the foot-point projections. Here, we
consider the LS adaptive fitting method with moving parameters
and compare the results with respect to the use of different optimiz-
ers and optimization settings. In particular, we start with the con-
figuration of Figure 1 (c), i.e. bi-degree ddd = (2,2) and a 16× 16
tensor-product mesh, and apply 1 PC step at each adaptive iter-
ation. For a better comparison, we also fix the total number of
adaptive refinement steps. The results are shown in Tables 1. As
a benchmark, we consider the commercial library Parasolid [Sie].
We can see that taking a too-big minimum step s in the gradient
descent method (GD) leads to a final result that can be worse than
not moving the parameters at all, with respect to to the number of
DOFs of the final models and its accuracy in terms of MAX and
MSE errors. However, if carefully fine-tuned, the results obtained
by Parasolid in terms of DOFs, MAX and MSE, can be reached
as in this case for s = 1e−12. In the following numerical exam-
ples, we employed the hybrid limited memory Broyden-Fletcher-
Goldfarb-Shanno method (HLBFGS) [Liu] with minimum step
length s = 1e−9, since it has always shown to provide extremely
similar results to Parasolid in all the considered examples. The re-
sults obtained employing HLBFGS for the above-mentioned con-
figuration are also shown in Table 1.

Finally, we remark that including the parameter correction rou-

method pts < ε MAX (m) MSE (m2) DOFs
no PC 92.770% 1.96820e−4 7.29588e−10 751

GD, s = 1e−9 91.908% 2.92276e−4 1.06473e−9 748
GD, s = 1e−10 96.875% 1.62567e−4 4.42720e−10 690
GD, s = 1e−11 99.289% 8.47310e−5 2.40847e−10 607
GD, s = 1e−12 99.310% 8.46760e−5 2.37395e−10 607

HLBFGS 99.310% 8.46695e−5 2.37373e−10 607
Parasolid 99.310% 8.46716e−5 2.37358e−10 607

Table 1: Influence of optimizers used for the foot-point computation
loop starting from configuration of Figure 1 (c).

tine on a proper initial guess and choosing suitable settings for the
optimizer leads to outperforming the state-of-the-art adaptive fit-
ting schemes as we prove in the numerical examples of Section 4.

4. Numerical examples

Throughout this section, we use two fitting methods, namely
the global adaptive least-squares approximation with THB-splines
(LS) and the quasi-interpolation based scheme using local spline
approximation (QI), both described in the previous section, to
assess the benefits of the moving parameterization approach.
We compare the results with and without moving parameters
on scanned data provided by MTU Aero Engines. All ex-
perimentations were performed using the open-source library
G+Smo [JLM∗14, Man20], available at https://github.
com/gismo.

4.1. Example: Tensile

In this section, we revisit the second configuration of Example 1
in [BGG∗22], where the point cloud of the tensile part considered
in the previous section, is initially approximated by a bi-quadratic
spline on a tensor-product basis defined on a 4×16 mesh with tol-
erance ε= 5e−5m. We compare the performance of the QI scheme
without parameter correction (0 PC) and with one or more rounds
of PC after the adaptive refinement step. The HLBFGS optimizer
with minimum step-size s = 1e−9 is used for the foot point projec-
tion. In particular, the resulting geometries when applying 0, 1 or 2
rounds of PC after each refinement step are shown in Figure 2. We
can observe that all the fitting surfaces are of good quality. Nev-
ertheless, in this case suitably embedding the parameter correction
routine in the adaptive loop led to gaining the same precision in
terms of MAX and MSE errors, while using fewer degrees of free-
dom to reconstruct the final geometric model, as summarized in
the first three lines of Table 2. In particular, applying 3 steps of
PC after each hierarchical mesh refinement produces an approxi-
mation with 15.20% fewer DOFs with respect to the one achieved
with the standard adaptive QI scheme, while simultaneously reduc-
ing the MAX error by 9.89% and the MSE by 17.20%. Note that
additional rounds (from 4 to 6 in Table 2) of parameter correction,
yield diminishing improvements, since the DOFs are still reduced,
but there is no gain in terms of MAX and MSE. This suggests that
from 1 to 3 PC steps are in general a proper choice when including
the parameter correction within adaptive spline fitting schemes.
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(a) coarse initial B-spline model (b) THB-spline model (969 DOFs) (c) refined initial B-spline model (d) THB-spline model (607 DOFs)

Figure 1: Adaptive THB-spline LS with moving parameters: effect of the initial tensor-product B-spline approximation. The THB-spline
model (b) constructed from the initial configuration (a) defined on a 4×4 tensor-product mesh is affected by self-intersection due to the too
coarse initial mesh. The THB-spline model (d) constructed from the initial configuration (c) defined on a 16× 16 tensor-product mesh is
successfully computed.

Figure 2: Adaptive THB-spline QI with moving parameters in Example 4.1. From left to right: models computed with 0, 1, and 2 PC steps.

method %pts < ε MAX (m) MSE (m2) DOFs
QI + 0 PC 99.364 8.10814e−5 1.41611e−10 1960
QI + 1 PC 99.332 8.16606e−5 1.40676e−10 1834 6.43%
QI + 2 PC 99.397 7.96751e−5 1.25243e−10 1718 12.35%
QI + 3 PC 99.461 7.30878e−5 1.17258e−10 1662 15.20%
QI + 4 PC 99.149 8.65881e−5 1.21293e−10 1659 15.36%
QI + 5 PC 99.020 8.51664e−5 1.23207e−10 1621 17.30%
QI + 6 PC 99.106 9.18625e−5 1.15098e−10 1621 17.30%

Table 2: Analysis in terms of points within the prescribed tolerance (%pts < ε), MAX or MSE, and final number of DOFs for the adaptive
THB-spline QI scheme in Example 4.1. The percentages of the DOFs reduction with respect to QI without PC are also reported.

4.2. Example: Blade

In this example, we revisit the second example presented in
[BGG∗22]. However, in view of the considerations of Section 3.4,
the initial tensor-product basis of bidegree ddd = (3,3) is now more
refined, i.e. we start with a 8× 8 tensor product mesh. The results
are still comparable, as the lowest level basis is entirely refined in
the configuration considered in [BGG∗22]. We then fit the set of
27191 measured data points from a blade geometry that has a length
of about 5 ·10−2m. We compare LS and QI, by always considering

as smoothing coefficient λ = 1e− 8. In both cases, we stop when
at least 95% of data points are within the tolerance ε = 2e−5m.

Figure 3 shows the final THB-spline models obtained with LS
(top) and QI (bottom) when 0, 1, or 2 PC steps are considered in the
adaptive THB-spline fitting schemes. In particular, we can observe
that the QI geometries are characterized by a smaller amount of
oscillations along the sharp features. To have more insights into
this phenomenon, we present the reflection lines on the different
THB-spline models in Figure 4. By analyzing the top and bottom
row of this figure from left to right, we see that the PC improves the
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surface quality by reducing the oscillations near the top left corner.
Moreover, by comparing the LS (top) and QI (bottom) results in
each column, we can see that the oscillations just under the feature
in the top right area of the blade are reduced in the THB-spline
models obtained with QI scheme.

The quantitative analysis for this example is conducted in Ta-
ble 3. In particular, both for LS and QI schemes, we report the final
percentage of points within the tolerance, the MAX and MSE er-
rors, as well as the number of DOFs, when 0, 1, or 2 parameter
corrections are considered. Note that the stopping criterion (95%
pts < 2e − 5m) is met in all cases, with a significant reduction
(∼70%) of DOFs both for LS and QI schemes when 1 or 2 PC
steps are applied. This is due to the fact that the prescribed preci-
sion is achieved two iterations earlier, preventing the introduction
of two additional hierarchical levels. This can be explicitly seen in
Figure 5 (LS) and 6 (QI) where the number of points below the
prescribed tolerance versus the amount of DOFs at each adaptive
iteration is reported. In this example, either one or two PC steps,
after each refinement procedure, are a good choice, since the re-
sults are very similar, iteration by iteration, both for LS and QI.

5. Conclusions

In this work, we enhance the power of THB-spline approximations
with an update of the point parameters in each adaptive fitting step,
by suitably moving the parameterization within the iterative loop,
both for least squares and quasi-interpolation schemes. Our study
reveals that using the parameter correction step can improve the fit-
ting results while also reducing the number of degrees of freedom
required to achieve a certain accuracy. We observe that this correc-
tion can lead to earlier termination of the adaptive process, thus pro-
viding more compact models with less refinement depth. However,
if used on a coarse fitting, the effect can be negative, since it can
lead to an invalid parameterization and/or self-intersections in the
model. It is then important to have an initial fit that is close enough
to the point cloud. The robustness of the footpoint projection is also
paramount for the overall process and needs to be accurate enough
to gain quality and degrees of freedom.
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Figure 3: THB-spline models with control nets in Example 4.2. Top row: LS, bottom row: QI. From left to right: 0, 1, and 2 PC steps.

Figure 4: THB-spline models with reflection lines in Example 4.2. Top row: LS, bottom row: QI. From left to right: 0, 1, and 2 PC steps.
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Table 3: Analysis in terms of points within the tolerance (%pts < ε), MAX or MSE, and number of DOFs for the adaptive THB-spline LS
and QI schemes in Example 4.2. The percentages of the DOFs reduction with respect to LS and QI without PC are also reported.
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Figure 5: Percentage of points within the prescribed tolerance dur-
ing the THB-spline LS scheme in Example 4.2.
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Figure 6: Percentage of points within the prescribed tolerance dur-
ing the THB-spline QI scheme in Example 4.2.
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