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Recent developments in domains such as non-local games, quantum interac-
tive proofs, and quantum generative adversarial networks have renewed interest
in quantum game theory and, specifically, quantum zero-sum games. Central to
classical game theory is the efficient algorithmic computation of Nash equilibria,
which represent optimal strategies for both players. In 2008, Jain and Watrous
proposed the first classical algorithm for computing equilibria in quantum zero-
sum games using the Matrix Multiplicative Weight Updates (MMWU) method
to achieve a convergence rate of O(d/ϵ2) iterations to ϵ-Nash equilibria in the
4d-dimensional spectraplex. In this work, we propose a hierarchy of quantum
optimization algorithms that generalize MMWU via an extra-gradient mech-
anism. Notably, within this proposed hierarchy, we introduce the Optimistic
Matrix Multiplicative Weights Update (OMMWU) algorithm and establish its
average-iterate convergence complexity as O(d/ϵ) iterations to ϵ-Nash equilib-
ria. This quadratic speed-up relative to Jain and Watrous’ original algorithm
sets a new benchmark for computing ϵ-Nash equilibria in quantum zero-sum
games.
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1 Introduction
1.1 Motivation
Ever since von Neumann’s groundbreaking work in the 1920’s [1], game theory has become
a foundational pillar of modern mathematics, economics, and computer science. The cen-
tral solution concept in non-cooperative game theory is that of a Nash equilibrium, i.e., a
strategy of joint play in which no single player can benefit from a unilateral deviation [2].
Despite its mathematical significance, the computational perspective on general Nash equi-
libria is murkier, since even approximating such an equilibrium is a PPAD-complete prob-
lem for general classical games. On the other hand, Nash equilibria in two-player zero-sum
games (i.e., where one player’s gain is the other’s loss) can be computed in polynomial
time, and they have found practical applications in a wide variety of domains, from re-
source allocation problems [3], to political strategy [4], and the training of machine learning
models [5, 6, 7].

When the players’ actions are the states of a quantum system, classical game the-
ory no longer applies, and one must consider quantum games. These games constitute a
natural framework for the study of the exchange and processing of quantum information,
resulting in various useful applications to theoretical, computational, and cryptographic
settings. The original interest in quantum games dates back to seminal work by Bell [8]
and CSHS [9], explaining the Einstein-Podolsky-Rosen (EPR) Paradox. Since then, sub-
stantial work on quantum “non-local games” [10, 11, 12, 13, 14] has lead to novel methods
for testing whether two or more spatially separated, non-communicating quantum devices
can generate correlations not reproducible by any pair of classical devices—resulting in
entanglement-based tests of quantum advantage. Much of this work culminated in estab-
lishing MIP∗=RE [15], which, among many notable results, demonstrated that there exists
an efficient reduction from the Halting Problem to deciding whether a two-player non-local
game has entangled value at most 1 or 1

2 . Furthermore, it was recently proven that non-
local games can be compiled into single-prover interactive games [16]. In general, quantum
interactive proofs with competing provers can be modeled as competitive quantum refer-
eed games [17, 18, 19] and multi-prover quantum interactive proofs [20, 21, 22, 23] can
be modeled as cooperative quantum games. Finally, there has been substantial work on
quantum coin-flipping [24, 25, 26, 27], a game model where two players directly exchange
quantum information, studying how two parties with competing interests can carry out a
fair coin flip across a quantum communication channel.

In this work, we consider the specific class of quantum zero-sum games, in which two
players are in direct competition and do not share entanglement. One of the earliest works
in quantum game theory [28] studied a “matching pennies”-type zero-sum game to prove
that quantum strategies are at least as good as and, in some cases, can outperform classical
strategies. Further work on quantum zero-sum games led to a proof that the quantum com-
plexity class QRG(1), of problems having one-turned quantum refereed games, is contained
in PSPACE [29]. Finally, in the context of quantum machine learning, there has been sub-
stantial recent interest in quantum generative adversarial networks (QGANs) [30, 31], for
which the training of the competing generator and discriminator networks can be modeled
as a quantum zero-sum game.

As in the classical setting, finding Nash equilibria of general quantum games is com-
putationally prohibitive—PPAD-complete to be exact [32]. However, the situation is more
favorable for quantum zero-sum games. As demonstrated by Jain and Watrous [29], Nash
equilibria of d-qubit two-player quantum zero-sum games can be calculated to ϵ-accuracy
in polynomial time and linear dependence on the number of qubits (logarithmic in the

3



spectraplex dimensionality), i.e., O(d/ϵ2), even with payoff-based information on the play-
ers’ side [33]. In view of this, equilibrium strategies in quantum zero-sum games can in
principle be computed algorithmically, thus providing the required guarantees of imple-
mentability for proof schemes or cryptographic ciphers that rely on the computation of
quantum Nash equilibria. Our goal is to pursue this objective further, bringing tools from
online learning and computational learning theory to improve the design of algorithms for
the computation of approximate Nash equilibria in quantum zero-sum games.

1.2 Prior Work
Our work builds upon the work of Jain and Watrous [29] for non-interactive quantum
zero-sum games. To provide some context, [29] leveraged feedback in the form of quan-
tum channels (governed by superoperators) to introduce the Matrix Multiplicative Weights
Update (MMWU) algorithm, a two-player variant of the matrix exponentiated gradient
algorithm of Tsuda et al. [34], which is itself a special case of Mirror Descent [35, 36].
Beyond the setting of quantum zero-sum games, variants of the MMWU algorithm have
also been used in many important applications such as proving QIP=PSPACE [37], solving
SDPs [38], finding balanced separators [39], enhancing spectral sparsification [40], covari-
ance optimization tasks [41, 42, 43], and matrix learning [44]. For the quantum zero-sum
games of interest in this work, despite recent work on no-regret learning dynamics for
zero-sum and general quantum games [33, 45], to the best of our knowledge, the O(d/ϵ2)
convergence rate of the MMWU algorithm is the state of the art for finding ϵ-approximate
Nash equilibria. In this work, we ask:

Can we improve on the performance of MMWU in quantum zero-sum games?

More precisely, our paper’s goal and main contribution is to provide an accelerated version
of the MMWU algorithm which achieves ϵ-accuracy in linear, O(d/ϵ) time, instead of
O(d/ϵ2).

To achieve this quadratic speedup, our point of departure is the literature on classical
finite games. The classical version of the MMWU algorithm—known, among other names,
as the Multiplicative Weights Update (MWU) method [46]—similarly achieves an Od(1/ϵ2)
iteration complexity.1 However, Nemirovski [47] and Auslender & Teboulle [48] showed
that, by a suitable modification of the MWU method—now commonly known as the mirror-
prox family of algorithms—it is possible to accelerate this rate to Od(1/ϵ), a rate which
was recently shown by Ouyang and Xu [49] to be order-optimal in the setting of min-max
convex-concave problems.

The main algorithmic insight of the mirror-prox template is the combination of an
extra-gradient step in the spirit of Korpelevich [50] with an iterate-averaging mechanism
à la Polyak & Juditsky [51]. Coupled with the smoothness of the underlying objective,
this combination yields a O(1/ϵ) convergence rate, albeit with a possibly suboptimal de-
pendence on the dimension of the problem. In the case of the simplex—which is the state
space of classical, finite games—the dependence on the dimension can be improved dra-
matically by instantiating the mirror-prox with an entropic regularizer, which essentially
boils down to a variant of MWU “with advice” [47]. The only notable drawback of the
resulting algorithm is that it requires not one, but two oracle queries per iteration, which
doubles the computation cost, and requires additional coordination / communication from
the players’ side. Building on an original idea by Popov [52], this “cost doubling” issue

1Hereon, we will use the Od(·) notation to hide the dimensionality dependence of the iteration complex-
ity. There will be explicit discussion of dimensionality dependence in the quantum setting in Section 4.7.
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was mitigated by the so-called optimistic mirror descent (OMD) proposal of Raklhin and
Sridharan [53], which optimistically reused past gradient information as a surrogate for the
extra-gradient step of the mirror-prox algorithm. In this way, when applied to mixed ex-
tensions of classical, finite games, OMD ultimately achieves an order-optimal convergence
rate in terms of both ϵ and d, all the while using a single oracle call per iteration. We
summarize this hierarchy of optimization methods and the relevant trade-offs in Figure 1.

1.3 Our Contributions and Methodology
Our work focuses on developing an accelerated algorithm with similar, linear-time perfor-
mance guarantees in the quantum setting. The main contributions of this work are thus
twofold: a) we propose the Optimistic Matrix Multiplicative Weights Update (OMMWU)
algorithm (Algorithm 1) for finding ϵ-Nash equilibria in quantum zero-sum games; and b)
we show that OMMWU achieves the following iteration complexity guarantees.

Corollary 1 (OMMWU Iteration Complexity) In a 4d-dimensional spectraplex, OMMWU
computes average-iterate ϵ-Nash equilibria in O(d/ϵ) iterations.

In order to achieve this result, we forge a link between quantum zero-sum games and estab-
lished works in classical game theory and optimization. In addition to OMMWU—which
surpasses the O(d/ϵ2) rate of MMWU with a single gradient call per iteration—we also
propose a hierarchical family of algorithms and techniques that can be applied to various
semidefinite programming problems (quantum or otherwise) and thus may be of indepen-
dent interest.

Methodology. In terms of methodology, we move away from the channel-based view of
quantum zero-sum games in [29] and instead adopt a gradient-based perspective, simi-
lar to prior work on learning in general quantum games [54] (see also [45] connecting the
same online learning, regret minimization perspective to new classes of quantum correlated
equilibria). In this framework, Alice and Bob’s feedback is characterized not by traditional
quantum superoperators, but rather by mathematical gradient operators, which comprise
the game’s gradient feedback operator F . We prove several important properties of F ,
namely that Lipschitz continuity and monotonicity. In doing so, we conclude that solving
a quantum zero-sum game to a desired accuracy essentially boils down to solving a smooth,
semidefinite convex-concave problem with first-order oracle information.

Our approach is based on endowing the problem’s feasible region— a product of spec-
traplexes —with an OMD template in the spirit of Rakhlin and Sridharan [53]. A difficulty
that arises when trying to combine these elements is that the product structure of standard
exponential weight algorithms does not carry over automatically to the non-commutative
matrix variables that arise in the quantum setting. The key observation that allows us
to retain the speed-up of a mirror prox method and the state-of-art dimensionality de-
pendence is that the von Neumann entropy (which is the underlying regularizer of the
MMWU algorithm) can be encoded in a matrix exponentiation step, as per the original
MMWU algorithm (see also [55] for generalizations o this connection for optimization over
symmetric cones). This allows us to implement an optimistic update structure in the prob-
lem’s dual space, where the primary arithmetic operation is ordinary addition—which is
an abelian operation on the space of Hermitian matrices. Thus, drawing inspiration from
a classical hierarchy of optimization methods, we propose a design of quantum zero-sum
game algorithms (depicted in Figure 2) achieving an optimized convergence rate with a
single gradient call per iteration.
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Algorithm 1 Optimistic Matrix Multiplicative Weights Update (OMMWU)
Accuracy Parameter: ϵ
Regularization Function: h : {A,B} → R
Strong Convexity Parameter (of h): µh

Diameter (of BDh): Dh = supX,Y ∈C BDh(X∥Y )
Lipschitz Parameter (of F): γF
Proximal Map: ProxΠh,η

A,B(X,Y ) := arg minC∈C{⟨Y,C −X⟩ − 1
ηBDh(C||X)}.

η ← µh/(2γF ) ▷ Step Size
N ← ⌈Dh/(η · ϵ)⌉ ▷ Number of Rounds
(α0, β0)←

(
1

2n 1A,
1

2m 1B
)

▷ State Initialization
(α̂0, β̂0)← (α0, β0) ▷ Intermediate State Initialization

for t ∈ [1, N − 1] do

αt+1 ← Λ(log α̂t + ηFα(βt)) ▷ State Updates
βt+1 ← Λ(log β̂t + ηFβ(αt))

α̂t+1 ← Λ(log α̂t + ηFα(βt+1)) ▷ Momentum Updates
β̂t+1 ← Λ(log β̂t + ηFβ(αt+1))

end for

return
(
ᾱ = 1

N

∑N−1
t=0 αt, β̄ = 1

N

∑N−1
t=0 βt

)

Within this design, we demonstrate that the MMWU algorithm of [29] instantiates
(via a von Neumann entropy regularizer) the Matrix Dual Averaging (MDA) method (Al-
gorithm 4). Following a classical proof technique in the spirit of Ene and Nguyên [56], we
also prove that another of the proposed algorithms in our hierarchy—the Optimistic Matrix
Mirror Prox (OMMP) method (Algorithm 5)—obtains a quadratic speedup relative to the
convergence rate of MDA, while still requiring only one gradient call per iteration:

Theorem 1 (Main Result) The OMMP method computes ϵ-Nash equilibria in Od(1/ϵ) steps.

Thus, OMMP establishes a new benchmark for computing ϵ-Nash finite-valued quantum
zero-sum games. It is by instantiating OMMP with a von Neumann entropy regularizer,
that the OMMWU algorithm and O(d/ϵ) iteration complexity is achieved.

Proof Insights. The core idea of an optimistic algorithm is to leverage the gradient
from the previous iteration as a forecast for the subsequent iteration’s gradient. This
is predicated on the presumption that if the the game’s adversary employs a consistent
(or stabilized) strategy, then the discrepancy between the gradients of successive iterations
will be negligible. Therefore, the formulation of our algorithm is crafted by devising a par-
allel to such methods, circumventing the limitations imposed by the non-commutativity of
the matrix operator, which is a common hurdle in quantum problems. Upon establishing
the algorithm in this manner, we demonstrate that the (quantum) superoperators, corre-
sponding to the method’s gradients, exhibit two significant characteristics: monotonicity
and Lipschitz continuity/smoothness.

Monotonicity is a valuable property that allows us to: (i) correlate any Nash equilibrium
with a more manageable variational inequality problem, and (ii), akin to convexity in
single-agent optimization, it guarantees a consistent progression towards the equilibrium.
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Lipschitz continuity, in contrast, is the essential quality that accelerates the conver-
gence rate from O(1/ϵ2) to O(1/ϵ). To comprehend the significance of this attribute, let’s
view the situation through the lens of the minimization participant—named Bob, with
his maximization counterpart being Alice. Bob finds himself involved in an online convex
minimization game. In the absence of any predictive information about the forthcoming
functions, which are influenced by Alice’s choices, folklore results suggests that the optimal
rate is Θ(1/

√
T ), or equivalently Θ(1/ϵ2) iterations. However, should Alice’s strategy re-

main relatively static, Bob can anticipate that the upcoming minimization challenges will
be similar, affording him a critical advantage for achieving a rate of O(1/T ), or O(1/ϵ).

This insight reveals that the algorithm’s performance is deeply tied to the Lipschitz
parameter of the gradient operator. Here, the concept of mirror proxies plays a vital role in
the proof. Utilizing mirror steps, distinct regularizers enable either more assertive or more
refined movements within the strategy space of the spectraplex for both parties. Contrary
to the exponential dependency implied by a Frobenius norm, we show that the Von Neu-
mann entropy regularizer maintains a dimension-independent Lipschitz constant under a
norm that is congruent with the specific needs of our problem.

Future Work. In addition to our novel methodology, we conclude with the following con-
jecture that aims to tighten our method’s performance guarantees and is likely of interest
to both the quantum and optimization communities:

Conjecture 1 The rates of Theorem 1 are tight: specifically, there exists a quantum two-
player, zero-sum game for which OMMP methods require Ωd(1/ϵ) iterations to compute
ϵ-Nash equilibria.

1.4 Paper Organization
The paper is divided as follows. Section 2 reviews preliminaries, such as the quantum zero-
sum games setup and mathematical concepts necessary for our proofs. Section 3 presents
the series of quantum optimization methods for computing approximate Nash equilibria
of quantum zero-sum games, as depicted in Figure 2. It begins with the MMWU method
of [29] and shows how the algorithm is an instantiation of the more general Matrix Dual
Averaging (MDA) method. It then introduces the Matrix Mirror Prox (MMP) method,
which achieves the optimal rate, but requires two gradients per iteration. The section
concludes with our proposed OMMP algorithm, which requires only a single gradient call
per iteration. Finally, Section 4 elaborates the convergence analysis of OMMP algorithm,
proving that it achieves an Od(1/ϵ) rate. The paper concludes with a discussion of different
implementations of the OMMP method, via different regularizers. We show that a von
Neumann entropy regularizer, instantiating the OMMWU algorithm, achieves a better
dimensionality dependence than the Frobenius regularizer. Thus, the OMMWU algorithm
achieves the desired O(d/ϵ) and a quadratic speedup relative to MMWU. For concision,
we defer some details and proofs to the Appendix.

7



 

✘

✔

✔

▵

▵

▵

▵

▵

✔

✔

✔

✘

✘

✘

✔

✘

✔

Figure 1: Design of Classical Zero-Sum Game Algorithms. This diagram provides the update rules
for and relationships between different learning algorithms for classical zero-sum games. The left-hand
side presents the Bregman generalized methods, parameterized by distance-generating/regularization
function h. The right-hand side presents instantiations based on the ℓ2 norm and entropy function,
inducing an orthogonal projection OrthΠ and logit map Λ, respectively. Note that moving from h = ℓ2
to h =entropy results in a logarithmic improvement in the total number of rounds T , by reducing the
dependence on the simplex dimension d. Furthermore, moving from the mirror map MirΠ of the Dual
Averaging method (a “lazy” variant of the classic Mirror Descent Ascent algorithm) to the proximal
maps ProxΠ of the Mirror Prox method results in a quadratic improvement in convergence, achieving
the desired O(1/ϵ) rate. Furthermore, by reusing the “past gradient,” the Single-Call Mirror Prox
method retains the rate of Mirror Prox, but reduces the total number of gradient calls per iteration
from two to one.
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Figure 2: Design of Quantum Zero-Sum Game Algorithms. This diagram provides the update
rules for and relationships between the learning algorithms for quantum zero-sum games as proposed in
this work. The left-hand side presents the Bregman generalized methods, parameterized by distance-
generating/regularization function h. The right-hand side presents instantiations based on the von
Neumann entropy function and Frobenius (ℓ2) norm, inducing an orthogonal projection OrthΠ and
logit map Λ, respectively. Note that moving from ℓ2 to an entropy function as the regularizer results
in a logarithmic improvement in the total number of rounds T , by reducing the dependence on the
spectraplex dimension D = 4d. Furthermore, moving from the mirror map MirΠ of the Matrix Dual
Averaging method (Jain and Watrous’ MMWU proposal [29]) to the proximal maps ProxΠ of the
Matrix Mirror Prox method results in a quadratic improvement in convergence, achieving the desired
O(1/ϵ) rate. Furthermore, by reusing the “past gradient,” the Single-Call Matrix Mirror Prox method
retains the rate of Matrix Mirror Prox, but reduces the total number of gradient calls per iteration from
two to one.
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2 Preliminaries
2.1 Quantum Zero-Sum Games
In this work, we consider the restricted class of non-cooperative zero-sum quantum games.
Within this setting, two competing players, Alice and Bob, each transmit a mixed quantum
state to a referee (henceforth referred to as Roger), who performs a joint measurement on
both states. Roger also possesses a utility function that attributes payoffs to the players
based on the measurement outcomes. Since this is a zero-sum game, Bob’s payoff will be
the negative value of Alice’s—e.g., if Alice wins $5, Bob will lose $5.

Concretely, Alice and Bob, play the game by independently preparing multi-qubit quan-
tum states α and β, respectively, to be sent to Roger. It is important to note that these
are mixed states, corresponding to “mixed strategies,” and that Alice and Bob do not share
entanglement. Thus, Alice and Bob’s set of possible moves is constrained to the set of den-
sity matrices lying in their respective spectraplexes. We will assume Alice prepares n-qubit
states in her spectraplex,

A = {α ∈ Hn
+ : Tr(α) = 1}, (1)

while Bob prepares m-qubit states in his spectraplex,

B = {β ∈ Hm
+ : Tr(β) = 1}, (2)

where Hd
+ denotes the set of 2d × 2d-dimensional, positive Hermitian matrices. In Ap-

pendix C.1, we show that all spectraplexes are compact and convex sets. Denote the joint
set of their states as the direct sum

Ψ = (α, β) ∈ C = A⊕ B, (3)

with tensor product denoted by Ψ⊗ = α ⊗ β. As a general notational note, we will use
lower-case variables (e.g. α or β) to refer to states in the individual spectraplexes of either
Alice (A) or Bob (B) and upper-case variables (e.g. Ψ or Φ) to denote joint states, which
lie in the joint space (C).

Alice and Bob send their states to Roger, who performs a joint measurement. This
joint measurement has a finite number of possible measurement outcomes, Ω, defining an
(n+m)-qubit positive operator-valued measurement (POVM),

{Pω}ω∈Ω, where
∑
ω∈Ω

Pω = 1. (4)

Thus, Roger’s probability of observing outcome ω ∈ Ω is

pω(Ψ) = Tr
(
P †

ωΨ⊗
)

(5)

Dependent on the measurement outcome, Roger gives Alice and Bob a reward/payoff. Let

U : Ω→ R (6)

denote Alice’s utility function, which we will assume to be finite-valued and have image
[−1, 1] under normalization. We define Alice’s payoff observable as

U =
∑
ω∈Ω
U(ω)Pω, (7)
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such that Alice’s expected payoff is

uAlice := u(Ψt) = Tr(U †Ψ⊗) =
∑
ω∈Ω
U(ω)Tr(P †

ωΨ⊗) =
∑
ω∈Ω
U(ω)pω(Ψ). (8)

Since the game is zero-sum, this implies that Bob’s utility is −U , with payoff observable
−U and expected payoff uBob := −u(Ψ). In playing the game, Alice and Bob aim to
maximize their expected payoff, written as maxα u(α, β) and maxβ u(α, β), respectively.
Since the game is zero-sum, in maximizing his expected payoff, Bob can be seen as trying
to minimize Alice’s payoff: maxβ −u(α, β) = minβ u(α, β).

Finally, since u(α, β) is a bilinear function and the spectraplexes are compact and
convex sets, von Neumann’s Min-Max Theorem [1] states

max
α

min
β
u(α, β) = min

β
max

α
u(α, β). (9)

2.2 Quantum Nash Equilibria
A Nash equilibrium of the quantum game is a pair of states (α∗, β∗), such that each player
has no incentive to change to a different state unilaterally:

u(α∗, β∗) ≥ u(α, β∗), ∀α ∈ A (10)
u(α∗, β∗) ≤ u(α∗, β), ∀β ∈ B. (11)

Since C is convex and u is linear in α and β, the existence of Nash equilibria follows from
Debreu’s equilibrium existence theorem [57].

In playing the game, Alice and Bob receive feedback from Roger. In the original work
on quantum zero-sum games, Jain and Watrous [29] define Alice’s feedback as a quantum
channel, given by the superoperator Ξ : B → A, applied solely to Bob’s state. The
superoperator is parameterized by the payoff observable as

Ξ(β) = TrB[U(1A ⊗ β⊤)], (12)

such that the expected utility can be expressed as

u(α, β) = Tr[U(α⊗ β)] = Tr [α TrB[U(1A ⊗ β)]] = Tr[α Ξ(β⊤)]. (13)

Similarly, Bob’s feedback is defined by the quantum channel, corresponding to adjoint
superoperator Ξ∗ : A → B, applied solely to Alice’s state. This adjoint superoperator is
defined as

Ξ∗(α) = TrA[U(α⊤ ⊗ 1B)]. (14)

and is uniquely determined by the condition

u(α, β) = Tr[α Ξ(β⊤)] = Tr[Ξ∗(α⊤) β]. (15)

In this work, we will move away from thinking about Roger’s feedback in terms of
quantum channels towards a gradient-based view, as leveraged in recent work on learning
general quantum games [54]. It is mathematically equivalent to think of the channel-based
feedback in terms of gradients of the expected utility with respect to Alice and Bob’s states.
For a review of complex differentiation and gradients, refer to Appendix A. Namely, we
define Alice’s feedback, or payoff gradient, as

Fα(β) = ∇α⊤u(α, β) = ∇α⊤Tr
[
U †(α⊗ β)

]
= TrB

[
U †(1n ⊗ β)

]
, (16)
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which is equivalent to Ξ(β⊤) of Equation (12). Similarly Bob’s feedback is defined as the
payoff gradient

Fβ(α) = −∇β⊤u(α, β) = −∇β⊤Tr
[
U †(α⊗ β)

]
= −TrA

[
U †(α⊗ 1m)

]
, (17)

which is equivalent to −Ξ∗(α⊤) of Equation (14). Similarly to Equation (15), we have that

u(α, β) = Tr [α Fα(β)] = −Tr [β Fβ(α)] . (18)

Under the gradient-based view, Tr[αFα(β)] = Tr[α∇α⊤u(α, β)] can be interpreted as the
directional derivative of u, as a function of Alice’s state, in the direction of Alice’s state.
Similarly, −Tr[Fβ(α)β] = Tr[∇β⊤u(α, β)β] can be interpreted as the directional derivative
of u, as a function of Bob’s state, in the direction of Bob’s state. As will be demonstrated
throughout the work, moving away from a channel-based to this gradient-based view of the
quantum zero-sum game feedback proves invaluable for mapping gradient-based insights
from the classical games and optimization literature directly to the quantum setting.

Henceforth, we will denote the joint state as Ψ = (α, β), the joint feedback of both
players, as follows:2

F(Ψ) =
(
Fα(β),Fβ(α)

)
, (19)

and the game’s Nash equilibrium as Ψ∗ = (α∗, β∗). Thus, as depicted in Figure 3, in each
round t of the game, after playing the joint state Ψt, Alice will receive the individual payoff
gradient Fαt(βt) and Bob will receive Fβt(αt), comprising joint feedback F(Ψt).

Figure 3: An illustration of a single round of the quantum zero-sum game (gradient-based view).

By using standard arguments [58], it can be shown that the solutions of the variational
inequality

Tr [(Ψ−Ψ∗) F(Ψ∗)] ≤ 0, ∀Ψ ∈ C, (20)

are the game’s Nash equilibria, Ψ∗.3 Specifically, solutions satisfying Equation (20) are
known as strong solutions to the variational inequality. Alternatively, weak solutions to

2In a slight abuse of notation, let F(Ψ) = F(α, β).
3Note that in the direct sum notation, for matrices A1, A2, B1, and B2, where dim(A1) = dim(A2) =

n × n and dim(B1) = dim(B2) = m × m, we have that Tr[(A1, B1)(A2, B2)] = Tr[A1A2] + Tr[B1B2].
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Figure 4: Intuitive illustrations of the strong and weak solutions Ψ∗ of the variational inequalities given
in Equation (20) and Equation (21), respectively. For strong solutions, the inner product between
Ψ − Ψ∗ and F(Ψ∗) must be non-negative for all Ψ in the joint spectraplex C. Meanwhile, for weak
solutions, the inner product between Ψ∗ −Ψ and F(Ψ) must be non-positive for all Ψ ∈ C.

the variational inequality are Ψ∗ ∈ C satisfying

Tr [(Ψ∗ −Ψ) F(Ψ)] ≥ 0, ∀Ψ ∈ C. (21)

We offer intuitive visualizations of both the weak and strong solutions of variational in-
equalities as vector inner products in Figure 4.

As we will discuss in Section 4 and prove in Appendix C.2, F is both monotone
(Lemma 8) and Lipschitz-continuous (Lemma 9). Additionally, in Appendix C, we prove
the following two important lemmas:

Lemma 1 If F is monotone, then a strong solution is a weak solution.

Lemma 2 If F is Lipschitz continuous, then a weak solution is a strong solution.

Therefore, by the monotonicity and Lipschitzness of F , the strong and weak solutions
(described, respectively, by Equation (20) and Equation (21)) are equally valid criterion
for Nash equilibria of the finite-valued zero-sum quantum games under consideration. We
will generally leverage the weak-solution criterion in our analysis.

Finally, in this work, we focus on the iteration complexity of our methods for computing
an ϵ-approximate Nash equilibrium, Ψ̃∗ = (α̃∗, β̃∗), which—as defined by [29]—must satisfy

max
α

u(α, β̃∗)− ϵ||U ||∞ ≤ u(α̃∗, β̃∗) ≤ min
β
u(α̃∗, β) + ϵ||U ||∞,

where ||U ||∞ denotes the infinity norm of the payoff observable U . From this definition
and the maximal utility of Nash equilibria it follows that

ϵ||U ||∞ ≥ u(α̃∗, β̃∗)−min
β
u(α̃∗, β) ≥ 0 (22)

ϵ||U ||∞ ≥ max
α

u(α, β̃∗)− u(α̃∗, β̃∗) ≥ 0. (23)

Summing these equations gives the duality gap,

DG(α′, β′) = max
α

u(α, β′)−min
β
u(α′, β), (24)

which effectively serves as a measure of proximity between any proposed states, (α′, β′),
and an exact Nash equilibrium, (α∗, β∗). From Equation (22) it follows that for an ϵ-Nash
equilibrium, the duality gap is bounded as

ϵ′ = 2ϵ||U ||∞ ≥ DG(α′, β′) ≥ 0. (25)
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Therefore, to evaluate the error of a proposed solution Ψ̃, relative to any true Nash equi-
lbrium, we leverage the notion of an error/merit function, which corresponds with the
duality gap in the setting of min-max optimization:

Error(Ψ̃) = sup
Ψ∈C

Tr
[
(Ψ− Ψ̃) F(Ψ)

]
. (26)

It is easy to check that Error(Ψ̃) ≥ 0 for all Ψ̃ and Error(Ψ̃) = 0 if and only if Ψ̃ = Ψ∗.

2.3 Convexity, Smoothness, & Duality
Crucial to our analysis will be functional notions of convexity, smoothness, and duality [59,
60]. We begin by defining convexity and strong convexity of a differentiable function
f : C → R.

Definition 1 (Convex Function) A differentiable function f : C → R is convex if

f(X) ≥ f(Y ) + ⟨∇f(Y ), X − Y ⟩, ∀X,Y ∈ C. (27)

Definition 2 (µ-Strongly Convex Function) A convex differentiable function f : C → R is
µ-strongly convex with respect to norm ∥ · ∥ if

f(X) ≥ f(Y ) + ⟨∇f(Y ), X − Y ⟩+ µ

2 ∥X − Y ∥
2, ∀X,Y ∈ C, (28)

or equivalently, following from the definition of the Bregman divergence in Equation (40),

BDf (X∥Y ) ≥ µ

2 ∥X − Y ∥
2, ∀X,Y ∈ C. (29)

Since strong convexity implies standard convexity (with µ = 0), the optimal points (min-
ima/maxima) of any strongly convex function must satisfy first-order optimality.

Fact 1 (First-Order Optimality Condition) For an optimization problem,

min f(X) subject to X ∈ X ,

with convex differentiable f , a feasible point X is optimal if and only if

⟨∇f(X), Y −X⟩ ≥ 0, ∀Y ∈ X .

Another property of interest for the convex differentiable function f is smoothness,
which implies Lipschitz continuity of ∇f .

Definition 3 (β-Smooth Function) A convex differentiable function f : C → R is β-smooth
with respect to norm ∥ · ∥ if

f(X) ≤ f(Y ) + ⟨∇f(Y ), X − Y ⟩+ β

2 ∥X − Y ∥
2, ∀X,Y ∈ C. (30)

or equivalently, following from the definition of the Bregman divergence in Equation (40),

BDf (X∥Y ) ≤ β

2 ∥X − Y ∥
2, ∀X,Y ∈ C. (31)

Before establishing the Lipschitz condition of ∇f , we introduce the dual norm.
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Definition 4 (Dual Norm) If the generic norm of a matrix X is denoted ∥X∥, the dual
norm is defined as

∥X∥∗ = sup{⟨Y,X⟩ : ∥Y ∥ ≤ 1}. (32)

As shown in [61, 62], the Frobenius norm ∥ · ∥F is self-dual, meaning ∥X∥∗ = ∥X∥F .

Proposition 1 (β-Lipschitz) A convex differentiable function f : C → R is β-smooth with
respect to norm ∥ · ∥ if its gradient ∇f is β-Lipschitz continuous,

∥∇f(X)−∇f(Y )∥∗ ≤ β∥X − Y ∥ ∀X,Y ∈ C. (33)

For the equivalence of Proposition 1 and Definition 3, see [63]. Geometrically, β-smoothness
can be interpreted as a convex quadratic upper bound,

g+
X(Y ) = f(Y ) + ⟨∇f(Y ), X − Y ⟩+ β

2 ∥X − Y ∥
2, (34)

of f such that g+
X(X) = f(X) and g+

X(Y ) ≥ f(Y ), ∀Y ∈ C. Meanwhile, µ-strong convexity
can be interpreted as a convex quadratic lower bound,

g−
X(Y ) = f(Y ) + ⟨∇f(Y ), X − Y ⟩+ µ

2 ∥X − Y ∥
2, (35)

of f such that g−
X(X) = f(X) and g−

X(Y ) ≤ f(Y ), ∀Y ∈ C. In this way, strong convexity
is dual to smoothness.

Fenchel conjugacy relates two equivalent representations of a convex function. In the
standard representation, a convex function f is represented by pairs (X, f(X)) consisting
of coordinates X and corresponding function evaluations f(X). Alternatively, as depicted
in Figure 5, a convex function can be represented by its tangent at each point. These
tangents are encoded as the pairs (θ, f∗(θ)), where θ = ∇f(X) for some X is the gradient
and −f∗(θ) is the intercept. The function f∗, which calculates the tangent’s intercept f∗(θ)
from a given gradient θ, is known as the Fenchel conjugate function, formally defined as
follows.

Definition 5 (Fenchel Conjugate) The Fenchel conjugate of a function f : C → R is the
function f∗ : C → R such that

f∗(θ) = max
X∈C
{⟨X, θ⟩ − f(X)} . (36)

Relating back to Definition 4 of the dual norm, if it were the case that for all X, f(X) = 0,
then f∗(θ) = maxX∈C⟨X, θ⟩ = ||θ||∗. Therefore, the Fenchel conjugate can be seen as
maximizing the dual norm while also minimizing the penalty induced by function f . In
this way, f can be seen as a “regularizer” function.

The definition of Fenchel conjugacy immediately implies the Fenchel-Young Inequality,

∀X ∈ C, f∗(θ) ≥ ⟨X, θ⟩ − f(X). (37)

Furthermore, taking the gradient of the Fenchel conjugate should result in the value of
X which maximizes ⟨X, θ⟩ − f(X), resulting in Danskin’s Theorem, as follows. For more
details, refer to Proposition 4.5.1 of [64].

Proposition 2 (Danskin’s Theorem) Let f : C → R be a strongly convex function. For all
X ∈ C, we have

∇f∗(θ) = arg min
X∈C
{f(X)− ⟨X, θ⟩} .

15



  

Figure 5: Illustration of a function f and its Fenchel conjugate f∗. The function f is represented by a
collection of pairs (X, f(X)), while its Fenchel conjugate f∗ is visualized as the set of tangents to f ,
characterized by pairs (θ, f∗(θ)). [Adapted from Figure 2.3 in [60].]

Finally, as stated below and explained further in Corollary 3.5.11 of [65], there is a
duality between the the convexity of f and the smoothness of f∗.

Lemma 3 (Strong-Smooth Duality) A closed convex function f : C → R is α-strongly con-
vex with respect to norm ∥·∥ if and only if f∗ is 1

α -smooth with respect to the corresponding
dual norm ∥ · ∥∗.

2.4 Bregman Divergence & Mirror Map
Critical to understanding our proposed algorithm and its improved convergence over Jain
and Watrous’ MMWU proposal are the notions of “mirror maps” and Bregman divergence.

Historically, the first proposals for constrained Gradient Descent Ascent leveraged Eu-
clidean (ℓ2 norm) projections in order to ensure that the algorithm output would lie within
the feasible set. However, it was eventually realized that for certain problems, as we will
discuss in the following subsection, regularization based on this ℓ2 norm results in subopti-
mal constants in the convergence rates and, by leveraging different distance metrics, faster
rates can be achieved. In order to develop algorithms which could encompass any such
desired distance metric, the Bregman divergence was introduced.

The Bregman divergence is parameterized by a “distance-generating” or “regularizer”
function. Formally, a distance-generating function (DGF) on the d-dimensional spectraplex
Hd

+ is defined as a convex, lower semi-continuous function h : Cd → R ∪ {∞}, where the
effective domain of h is X d and Cd is the space of 2d × 2d complex matrices. Denoting
the space of 2d × 2d real matrices as Rd, let ∂h : Hd

+ → Rd denote the subdifferential of h
defined as4

∂h(X) :=
{
V ∈ Rd : h(Y ) ≥ h(X) + Tr[(Y −X)†V ], ∀ Y ∈ Hd

+

}
. (38)

The domain of subdifferentiability of h is defined as

dom∂h := {X ∈ X d : ∂h(X) ̸= ∅}. (39)

4The subdifferential is the set-valued generalization of the derivative for convex functions which are not
necessarily differentiable.
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Figure 6: Bregman Divergence. The Bregman divergence BDh(U ||V ) between two states in the
primal space U, V ∈ X d, relative to regularizer h, is given by the difference in the dual space (R2d×2d)
between h(U) and its linear approximation via the first-order Taylor expansion of h around V , h̃V (U).

Having defined the DGF h and its subdifferential ∂h, we are ready to define the Breg-
man divergence. Given two states U, V ∈ Hd

+, the Bregman divergence induced by h is the
non-negative function BDh : domh× dom∂h→ R defined as

BDh(U ||V ) := h(U)− h(V )− Tr[(U − V )†∂h(V )], (40)

where the subdifferential maps from states in the feasible region Hd
+ of the primal space Cd,

to the dual space of subgradients Rd. The function ∂h, which performs a primal-to-dual
mapping, is often referred to as a mirror map.

Intuitively, as illustrated in Figure 6, the Bregman divergence BDh(U ||V ) between two
states U and V in the primal space, relative to regularizer h, is given by the difference
in the dual space between h(U) and its linear approximation via the first-order Taylor
expansion of h around V ,

h̃V (U) = h(V ) + Tr[(U − V )†∂h(V )]. (41)

Since h is convex, this difference is always non-negative. Note that BDh(U ||V ) is not
necessarily equivalent to BDh(V ||U).

Finally, our analysis will use the well-known Three-Point Identity,

Tr[(Z −X)†∇X⊤BDh(X||Y )] = BDh(Z||Y )− BDh(X||Y )− BDh(Z||X), (42)

which follows from the definition of the Bregman divergence [66].

2.5 Mirror & Proximal Steps
We will now introduce “mirror steps” and “proximal steps,” which incorporate the mirror
map generalization of distance in constrained optimization updates.5 These steps imple-
ment the algorithmic state updates of the classical games algorithms discussed in the Prior

5For further background, we refer the interested reader to [66] and Chapter 4 of [67].
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Figure 7: Mirror & Proximal Step.Visualizations of the mirror and proximal steps described in Algo-
rithm 2 and Algorithm 3, respectively. [Adapted from Figures 4.1 and 4.2 in [67].]

Work (Section 1.2). Similar to a standard constrained optimization gradient step, the goal
of these procedures is to produce an update that lies in the feasible set, closer to the op-
timum. However, by generalizing the Euclidean distance of traditional Gradient Descent
Ascent steps, mirror and proximal steps enable incorporation of domain-specific knowledge
about the geometry of the optimization task into the updates. This can lead to substantial
improvements in convergence rate.

For intuition, let us first consider a classical single-agent case as an illustrative exam-
ple. When optimizing a function f over a (d − 1)-dimensional simplex, restricted by the
ℓ∞-norm, standard Projected Subgradient Descent (PSD) reaches a convergence rate of
O(
√
d/T ). In contrast, classical Mirror Descent Ascent using a negative Shannon entropy

regularizer significantly improves the rate to O(
√

log d/T ).
Our objective is to adapt this methodology to the more challenging, exponentially

larger (4d− 1)-dimensional spectraplex Hd
+, in a min-max framework. Specifically, we aim

to incorporate domain-specific regularization techniques to achieve an O(d/T ) convergence
rate. This would offer an exponential dimensionality improvement from standard Projected
Subgradient Ascent Descent, which has an O(2d/

√
T ) convergence rate [68, 69], and a

quadratic speed-up over the Jain-Watrous algorithm, which has an O(d/
√
T ) convergence

rate [29].
Note that intuitions for the following definitions and proofs are provided in Appendix B.

2.5.1 Mirror Step

Given a function f : Cd → R that we aim to optimize, convex feasible set Hd
+ ⊂ Cd, DGF

h, subgradients ∂h, and initial primal state Xt ∈ Hd
+, each call to a mirror step oracle

generates an updated state Xt+1 via Algorithm 2 (as depicted in Figure 7). In Step (3),
the mirror map, ∂h−1, can be implemented as follows.

Definition 6 (Mirror Map) For a state D in the dual space D, the mirror map, or regu-
larized best response,

MirΠh
P(D) := arg max

P ∈P
{Tr[D†P ]− h(P )} (43)

implements the inverse mirror map, ∂h−1 : D → P, mapping D ∈ D to the corresponding
state P in the feasible region P of the primal space.
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Algorithm 2 Mirror Step

1. Initial primal state Xt ∈ Hd
+ is mapped to a dual state ∇h(Xt) ∈ ∂h(Xt) ⊂ Rd.

2. Gradient ∇f : Cd → Rd is calculated with respect to Xt.

3. In the dual space, the state is updated according to the gradient with step size η,
resulting in a new dual state

∇h(Xt+1) = ∇h(Xt) + η∇f(Xt) ∈ Rd.

4. Mapping back to the primal space, this corresponds to the updated feasible state

Xt+1 ∈ ∂h−1(∇h(Xt+1) + η∇f(Xt)) ∈ Hd
+.

Algorithm 3 Proximal Step

1. From initial feasible primal state Xt ∈ Hd
+, updated feasible primal state Yt+1 ∈ Hd

+
is generated via the Mirror Step procedure of Algorithm 2.

2. Initial feasible primal state Xt is mapped to a dual state ∇h(Xt) ∈ ∂h(Xt) ⊂ Rd.

3. Gradient ∇f : Cd → Rd is calculated with respect to Yt+1.

4. In the dual space, the state is updated according to the gradient with step size η,
resulting in a new dual state

∇h(Xt+1) = ∇h(Xt) + η∇f(Yt+1) ∈ Rd.

5. Mapping back to the primal space, this corresponds to the updated feasible state

Xt+1 ∈ ∂h−1(∇h(Xt) + η∇f(Yt+1)) ∈ Hd
+.

Therefore, the full mirror step procedure, mapping from Xt to Xt+1, is achieved via the
mirror map of Yt = ∇h(Xt) + η∇f(Xt) on the feasible set Hd

+, as

Xt+1 = MirΠh
Hd

+
(∇h(Xt) + η∇f(Xt)). (44)

Alternatively, the mirror step procedure can be expressed as a mirror proximal map.

Lemma 4 (Mirror Step) For state Xt in the feasible set Hd
+ of primal space Cd,

MirProxΠh,η,f
X d (Xt) := arg min

Xt+1∈Hd
+

{
Tr[∇f(Xt)†Xt+1] + 1

η
BDh(Xt+1||Xt)

}
, (45)

implements the mirror step mapping to an updated feasbile set primal state Xt+1 ∈ Hd
+.

2.5.2 Proximal Step

We refer to the mirror prox projection as a proximal map. Its generalization comprises the
proximal step oracle, described in Algorithm 3 and depicted in Figure 7.
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Definition 7 (Proximal Map) For a state P in the feasible set of the primal space P and a
state D in the dual space, the proximal map,

ProxΠh
P(P,D) : = arg min

P ∗∈P

{
Tr[D†(P ∗ − P )] + BDh(P ∗||P )

}
= arg min

P ∗∈P

{
Tr[D†P ∗] + BDh(P ∗||P )

}
, (46)

implements the proximal mapping to an updated feasible set primal state P ∗ ∈ P.

Applying this definition to our problem of interest yields the following map.

Lemma 5 (Proximal Step) For state Xt ∈ Hd
+ in the feasible set of the primal space,

ProxΠh,η

Hd
+

(Xt,∇f(Yt+1)) : = arg min
Xt+1∈Hd

+

{
Tr[∇f(Yt+1)†(Xt+1 −Xt)] + 1

η
BDh(Xt+1||Xt)

}

= arg min
Xt+1∈Hd

+

{
Tr[∇f(Yt+1)†Xt+1] + 1

η
BDh(Xt+1||Xt)

}
(47)

implements the proximal step mapping to an updated feasbile set primal state Xt+1 ∈ Hd
+.

Note that ProxΠh,η

Hd
+

(Xt,∇f(Xt)) = MirProxΠh,η,f

Hd
+

(Xt), which, by Lemma 4, implies that
the proximal step is a generalization of the mirror step and, thus, can be used to imple-
ment a mirror step. Thus, the proximal step procedure of Algorithm 3 can be achieved
algorithmically via two proximal maps as:

Yt+1 = ProxΠh,η

Hd
+

(Xt,∇f(Xt)) (48)

Xt+1 = ProxΠh,η

Hd
+

(Xt,∇f(Yt+1)). (49)

Note that the proximal step can be alternatively written as a single update:

Xt+1 = ProxΠh,η

Hd
+

(
Xt,∇f

(
ProxΠh,η

Hd
+

(Xt,∇f(Xt))
))
. (50)

Standard gradient-based optimization methods are generally based on a single step in
the direction of the gradient. In contrast, proximal step methods are based on a two-step
approach:

1. From initial point Xt, apply a “look-ahead” step, resulting in a “prediction” Yt+1.

2. Use prediction Yt+1 in a “correction” step that achieves the update Xt+1.

As we will discuss in Section 3.3, replacing mirror with proximal steps provides the desired
acceleration from Od(1/ϵ2) to Od(1/ϵ). Furthermore, the usage of the Bregman divergence
enables a geometry-aware projection and, specifically, can be used to achieve a logarithmic
improvement on dependence of the dimensionality of the spectraplex, as will be discussed
in Section 4.7.
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2.5.3 Regularizers

In order to guarantee the well-posedness of the mirror and proximal projections, we will
restrict h to the class of functions which are strongly convex. In the classical games
setting, as discussed in the Prior Work (Section 1.2), the most widely used regularizers are
the Euclidean (ℓ2) norm (h(x) = 1

2 ||x||
2
2) and the negative entropy (h(x) =

∑
i xi log(xi)).

In this work, we will leverage the quantum analogs of these classical regularizers: the
Frobenius norm (h(X) = 1

2 ||X||
2
F ) and the von Neumann entropy (h(X) = Tr[X logX]).

As highlighted in the following lemmas (proved in Appendix B), the mirror and proximal
maps take well-known forms when these regularizers are used.

Lemma 6 (Bregman Divergence of the Frobenius Norm) If h is the squared Frobenius norm,

h(X) = 1
2 ||X||

2
F = 1

2Tr[X†X], (51)

then the Bregman divergence is the squared Frobenius distance,

BDh(X||Y ) = 1
2 ||X − Y ||

2
F , (52)

the corresponding mirror map (regularized best-response) is the orthogonal projection,

MirΠh
C(Y ) = arg minC∈C ||Y − C||2F = OrthΠC(Y ), (53)

and the corresponding proximal map is

ProxΠh
C(X,Y ) = arg minC∈C ||X + Y − C||2F = OrthΠC(X + Y ). (54)

Lemma 7 (Bregman Divergence of the von Neumann Entropy) If h is the von Neumann
entropy,

h(X) = Tr[X logX], (55)

then the Bregman divergence is the quantum relative entropy

BDh(X||Y ) = Tr[X(logX − log Y )], (56)

the corresponding mirror map (regularized best-response) is the logit map,

MirΠh
C(Y ) = exp(Y )

Tr[exp(Y )] = Λ(Y ), (57)

and the corresponding proximal map is

ProxΠh
C(X,Y ) = exp(logX + Y )

Tr[exp(logX + Y )] = Λ(logX + Y ). (58)

In Section 3, we will leverage these mirror and proximal steps (viewed as oracles) to craft
efficient iterative algorithms for finding Nash equilbria of zero-sum quantum games.
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3 Algorithms for Quantum Zero-Sum Games
As previously discussed, our goal is to efficiently find Nash equilibria, Ψ∗ = (α∗, β∗),
satisfying the variational inequality of Equation (20). This section describes existing algo-
rithms, as well as our proposed algorithm for finding these Nash equilibria. Section 4 will
demonstrate that our proposed algorithm achieves a quadratic speedup relative to existing
algorithms.

3.1 Matrix Dual Averaging (MDA) Method
In 2008, Jain and Watrous introduced a parallel algorithm to find approximate Nash-
equilibria of quantum zero-sum games [29]. Their algorithm was based on the Matrix
Multiplicative Weights Update (MMWU) method [46, 34, 70, 71]. Here, we will instead
present and assess a more general method, which we will refer to as Matrix Dual Averaging
(MDA),6 which, with different DGFs, parameterizes a family of algorithms that include
Jain and Watrous’ MMWU algorithm.

MDA algorithms are played over several rounds, t ∈ [0, N ], of the quantum zero-
sum game. Suppose that, in round t, Alice and Bob play states Ψt = (αt, βt).7 After
performing his joint measurement, Roger returns feedback to Alice and Bob in the form
of their respective payoff gradients, Fα(Ψt) and Fβ(Ψt), as defined in Equation (16) and
Equation (17). Alice and Bob use this feedback to individually update their states so as
to iteratively maximize their individual payoff. The general MDA family of algorithms
(Algorithm 4) can be expressed concisely as the updates:

Φt+1 = Φt + F(Ψt) (59)
Ψt+1 = MirΠh

C(η Φt+1), (60)

where η is a chosen step-size and h is a regularizing, convex DGF. As we will see, it is
the choice of DGF h which instantiates different MDA algorithms, including MMWU.
Furthermore, relating back to the mirror step picture of Figure 7, the intermediate states
Φ are averaged in the dual space, but are mapped onto feasible states Ψ of the primal
space by the mirror projection MirΠh

C . Overall, the algorithm only incorporates first-order
derivatives in the update steps.

We will now specify how each player chooses their next state via the previously de-
scribed MDA method. Note that both Alice and Bob perform the same procedure, so we
will only specify the procedure from Alice’s perspective. Upon receiving feedback Fα(Ψt)
from Roger, Alice calculates her cumulative feedback,

CF (t)
α =

t−1∑
i=0
Fα(Ψi), (61)

which is simply the sum of the payoff gradients across all prior rounds. To calculate the
next state she will play, αt+1, Alice re-weights the cummulative feedback by step-size η
and performs a mirror projection onto her spectraplex,

αt+1 = MirΠh
A(η CF (t)

α ) = arg max
α∈A
{⟨η CF (t)

α , α⟩ − h(α)}. (62)

6The name is a reference to the analogous algorithm for classical games, i.e., Nesterov’s Dual Averaging
[68]. Dual Averaging is sometimes also known as “Lazy” Mirror Descent, since the key difference from
standard Mirror Descent is that averaging happens in the dual space (rather than mapping from primal
to dual space and back in each iteration).

7Note that, in the first round (t = 0), Alice and Bob play the maximally mixed state Ψ0 = ( 1n
2n , 1m

2m ).
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Algorithm 4 Matrix Dual Averaging
Accuracy Parameter: ϵ
Regularization Function: h : {A,B} → R
Diameter (of BDh): Dh = supX,Y ∈C BDh(X∥Y )
Regularized Best Response: MirΠh

A,B(·) = arg maxx∈{A,B}{⟨·, x⟩ − h(x)}

η ← µh/(2γF ) ▷ Step Size
N ← ⌈Dh/(η · ϵ2)⌉ ▷ Number of Rounds
(α0, β0)←

(
1

2n 1A,
1

2m 1B
)

▷ State Initialization

for t ∈ [1, N − 1] do

CF (t)
α ←

∑t−1
i=0 Fα(Ψi) ▷ Calculate Cumulative Feedback

CF (t)
β ←

∑t−1
i=0 Fβ(Ψi)

αt ← MirΠh
A

(
η CF (t)

α

)
▷ State Updates

βt ← MirΠh
B

(
η CF (t)

β

)
end for

return
(
ᾱ = 1

N

∑N−1
t=0 αt, β̄ = 1

N

∑N−1
t=0 βt

)

We will now specify how different choices of h lead to different instantiations of the MDA
algorithm. For example, following from Lemma 6, if the regularizer is the squared Frobenius
norm,

h(α) = 1
2∥α∥

2
F , (63)

then the mirror projection maps Alice’s next state onto the orthogonal projection

αt+1 = OrthΠA(η CF (t)
α ). (64)

Meanwhile, following from Lemma 7, if the regularizer is the negative von Neumann en-
tropy,

h(α) = Tr[α logα], (65)

then the mirror projection maps Alice’s next state onto the logit map

αt+1 = ΛA
(
η CF (t)

α

)
=

exp
(
η CF (t)

α

)
Tr
(
exp

(
η CF (t)

α

)) (66)

and, thus, the MMWU algorithm of [29]. However, as proven in [29],

Theorem 2 (MDA Rate) MDA methods compute an ϵ-Nash equilibrium in Od(1/ϵ2) steps.

Thus, MMWU for quantum zero-sum games obtains a worse convergence rate than the best
known algorithms for classical zero-sum games, which obtain an Od(1/ϵ) rate, as described
in Section 1.2 and depicted in Figure 1. In the remainder of this work, we will show how
the classically efficient Mirror Prox algorithm and its variants can be lifted to the quantum
zero-sum game setting in order to obtain the desired Od(1/ϵ) rate.
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3.2 Matrix Mirror Prox (MMP)
The classical Mirror Prox (MP) algorithm is described in Section 1.2, with updates given
in Figure 1. In each step of the iterative MP optimization procedure, the gradient of the
players’ utilities is calculated followed by the execution of a mirror step (Algorithm 2),
as illustrated in Figure 7. The mirror step can be implemented via a mirror map of the
dual gradient, as in Equation (44), or mirror map of the primal state, as in Equation (45).
The addition of proximal steps—or extra-gradient steps—is crucial as they introduce a
refinement to the basic gradient step. After the initial gradient is computed and the first
mirror step is taken, the algorithm does not immediately proceed with this information.
Instead, it calculates a second gradient at the point reached after the first mirror step.
This second gradient offers a more accurate direction for the update because it accounts
for the immediate effects of the initial step, thus incorporating more information about
the curvature and constraints of the utility space. This two-pronged gradient approach is
what distinguishes the MP algorithm from simpler gradient descent methods, offering a
sophisticated tool for navigating the intricate landscapes of variational inequalities.

Drawing inspiration from classical MP, we propose an analog for the quantum zero-sum
games of interest. This quantum analog, which we will refer to as the Matrix Mirror Prox
(MMP) method, has updates:

Φt+1 = ProxΠh,η
C (Ψt,F(Ψt)) (67)

Ψt+1 = ProxΠh,η
C (Ψt,F(Φt+1)). (68)

Notice that these update steps are of the same form as the proximal step updates given in
Equation (48) and Equation (49). Alternatively, the updates can be expressed purely in
terms of the joint states Ψt:

Ψt+1 = ProxΠh,η
C

(
Ψt,F

(
ProxΠh,η

C (Ψt,F(Ψt))
))
. (69)

As discussed in Section 2.5, the incorporation of proximal steps in the Matrix Mirror Prox
algorithm offers two significant advantages over the conventional Projected Subgradient
Descent Ascent method:

1. Geometry-Awareness: MMP replaces the Frobenius norm of PGDA with a general-
ized Bregman divergence. Similar to MDA, utilizing a mirror map with this Bregman
divergence enables MMP to adapt to the inherent geometry of the problem space.
This makes the algorithm highly versatile, capable of effectively handling a wide
array of problems, including those with intricate constraints.

2. Intermediate Proximal Step: Proximal steps in MMP introduce an intermediate
“prediction” state (i.e. state Yt in Section 2.5.2), which plays a crucial role. At a high
level, this prediction state extrapolates the future trajectory of the descent/ascent,
thereby guiding the subsequent state update. This leverages the intuition that the
gradient at the next state offers a more informative update gradient than that at the
current state.

Importantly, this combination of geometry-aware mirror maps and forward-looking inter-
mediate proximal steps accelerate the convergence of MMP with von Neumann regulariza-
tion to min-max points, thereby making MMP a potent tool for solving min-max problems
efficiently.
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Algorithm 5 Optimistic Matrix Mirror Prox (OMMP)
Accuracy Parameter: ϵ
Regularization Function: h : {A,B} → R
Strong Convexity Parameter (of h): µh

Diameter (of BDh): Dh = supX,Y ∈C BDh(X∥Y )
Lipschitz Parameter (of F): γF
Proximal Map: ProxΠh,η

A,B(X,Y ) := arg minC∈C{⟨Y,C −X⟩ − 1
ηBDh(C||X)}.

η ← µh/(2γF ) ▷ Step Size
N ← ⌈Dh/(η · ϵ)⌉ ▷ Number of Rounds
(α0, β0)←

(
1

2n 1A,
1

2m 1B
)

▷ State Initialization
(α̂0, β̂0)← (α0, β0) ▷ Optimistic-Momentum Initialization

for t ∈ [1, N − 1] do

αt+1 ← ProxΠh,η
A (α̂t,Fα(Ψt)) ▷ State Updates

βt+1 ← ProxΠh,η
B (β̂t,Fβ(Ψt))

α̂t+1 ← ProxΠh,η
A (α̂t,Fα(Ψt+1)) ▷ Momentum Updates

β̂t+1 ← ProxΠh,η
B (β̂t,Fβ(Ψt+1))

end for

return
(
ᾱ = 1

N

∑N−1
t=0 αt, β̄ = 1

N

∑N−1
t=0 βt

)

As is the case for classical MP (discussed in Section 1.2), a key downside of MMP is
that it requires two gradient calls per iteration. Specifically, in each round t, to calculate
the updated joint state Ψt+1, Alice and Bob must query Roger with two distinct sets of
states, Ψt and Φt+1, so as to obtain the respective feedback gradients F(Ψt) and F(Φt+1).
Classically, there exist variants of MP with the same convergence rate that require only
a single gradient call per iteration. The remainder of this work will focus on a proposed
classically-inspired variant of MMP which requires only a single gradient call per iteration,
and a proof that it obtains the desired Od(1/ϵ) convergence rate.

3.3 Optimistic Matrix Mirror-Prox (OMMP) Methods
We will now discuss the main contribution of this work, a novel approach to finding Nash
equilbria of quantum zero-sum games, which we refer to as the Optimistic Matrix Mir-
ror Prox (OMMP) method. This algorithm draws inspiration from seminal classical game
theory work on Optimistic Mirror Prox (OMP)8 methods, as described in the Prior Work
(Section 1.2). The OMMP algorithm, detailed in Algorithm 5, can be succinctly repre-
sented through the following update equations:

Ψt+1 = ProxΠh,η
C (Φt,F(Ψt)) (70)

Φt+1 = ProxΠh,η
C (Φt,F(Ψt+1)) (71)

8There are a variety of classical algorithms of this general form, known as Popov’s modified Arrow-
Hurwicz algorithm, Past Extra-Gradient, Optimistic Extra-Gradient, or the Optimistic Gradient Variant.
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Here, η is a predetermined step size, and ProxΠ refers to the proximal map, as elaborated
in Algorithm 3 and Definition 7.

Although the update equations for OMMP closely resemble those of the standard MMP
algorithm, a critical difference exists. As alluded to in the previous section, the OMMP
variant necessitates only a single gradient call per iteration. While it may appear that
both Alice and Bob require two feedback gradients, F(Ψt) and F(Ψt+1), for each round
t, they will have already acquired F(Ψt) during round t − 1. This allows them to reuse
F(Ψt) and only make a query for a new gradient with one state, Ψt+1.

To gain some intuition for this algorithm, we will revisit the original proposal of “opti-
mism” in this context, due to Popov [52]. In conventional Grdient Descent Ascent, both
players update their strategies concurrently, moving in directions opposite to their in-
dividual gradients—akin to a tug-of-war. Optimistic Gradient Descent Ascent (OGDA)
enhances this by incorporating a “look-ahead” feature. Players consider not only the cur-
rent gradient but also anticipate the opponent’s forthcoming strategic adjustments. This
anticipatory or “optimistic” approach is formalized by adding an extra term to the update
rule, essentially an estimate of the future gradient.

This anticipatory element is also how OMMP diverges from standard MMP. Rather
than employing a new prediction, optimistic OMMP utilizes a past “inertia” point, Φt.
Unlike MMP, which focuses solely on future states, OMMP integrates past gradient infor-
mation to stabilize its learning trajectory.

4 Convergence Analysis
We will now prove one of the main results of the paper:

Theorem 1 (Main Result) The OMMP method computes ϵ-Nash equilibria in Od(1/ϵ) steps.

This establishes that our proposed OMMP method yields a quadratic speedup compared
to previous MDA-based approaches. Concretely, we will leverage the proof structure of
Ene and Nguyên [56] to demonstrate that, with an appropriately chosen step-size η and
for a given accuracy parameter ϵ, the average iterate

ΨT = 1
T

T∑
t=1

Ψt (72)

converges to an ϵ-Nash equilibrium in Od(1/ϵ) iterations.9

We will conclude with a discussion of the dimensionality-dependence hidden in the
Od(·) notation. In particular in Section 4.7, we will show that the von Neumann en-
tropy regularizer reduces OMMP’s dimensionality-dependence logarithmically relative to
the Frobenius norm regularizer. Since OMMP with the von Neumann entropy regular-
izer instatiates the OMMWU algorithm, we thus prove that OMMWU obtains the desired
O(d/ϵ) iteration complexity and, thus, achieves a quadratic speedup to MMWU’s O(d/ϵ2)
iteration complexity.

9It’s important to note the difference in the notation used to describe algorithmic convergence rates
between the optimization and computer science communities. In the realm of optimization, convergence
rates such as O(e−ρT ), O(1/T ), and O(1/

√
T ) are commonly employed to indicate how swiftly an algorithm

approximates the optimal solution as the iteration count T increases. In contrast, the computer science
literature tends to recast these convergence rates as number of iterations required to achieve an ϵ-accurate
solution, thereby giving a more direct account of computational efficiency. Expressed in terms of accuracy
parameter ϵ, this leads to expressions like O(log(1/ϵ)), O(1/ϵ), and O(1/ϵ2).
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4.1 Monotonicity of F
Critical to our analysis is the monotonicity of the feedback operator F , which is a key
property of the finite-valued quantum zero sum games of interest.

Lemma 8 (Mononicity of F) F is monotone or, equivalently,

Tr [(F(X)−F(Y )) (X − Y )] ≥ 0, ∀X,Y ∈ C. (73)

The proof of this result employs techniques involving the Pauli decomposition of the feed-
back operator, thereby deviating from the conventional proof for monotonicity of classical
normal game operators. We defer the proof of F ’s monotonicity (in addition to many other
properties) to Appendix C.2.

4.2 Error Decomposition
Following from our discussion of Nash equilibria in Section 2.2 and the natural error func-
tion, given in Equation (26), the error of the average iterate is defined as

Error(ΨT ) = sup
Z∈C

Tr
[
F(Z) (ΨT − Z)

]
= 1
T

sup
Z∈C

T∑
t=1

Tr [F(Z) (Ψt − Z)] . (74)

From the monotonicity of F , given in Equation (73), for Ψt and some state Z ∈ C,

Tr [F(Z) (Ψt − Z)] ≤ Tr [F(Ψt) (Ψt − Z)] , (75)

which implies that the average-iterate error is upper bounded as

Error(ΨT ) ≤ 1
T

sup
Z∈C

T∑
t=1

Tr [F(Ψt) (Ψt − Z)] . (76)

In order to produce an explicit bound, we begin by decomposing the terms of the summa-
tion, as follows, resulting in a sum of three distinct terms: (At), (Bt), and (Ct).

Tr [F(Ψt) (Ψt − Z)] = Tr [F(Ψt) (Ψt − Φt + Φt − Z)]
= Tr [F(Ψt) (Ψt − Φt) + F(Ψt)(Φt − Z)] = Tr [F(Ψt)(Ψt − Φt) +] Tr [(Ψt) (Φt − Z)]
= Tr [(F(Ψt)−F(Ψt−1) + F(Ψt−1)) (Ψt − Φt)] + Tr [F(Ψt) (Φt − Z)]
= Tr [(F(Ψt)−F(Ψt−1)) (Ψt − Φt) + F(Ψt−1)(Ψt − Φt)] + Tr [F(Ψt) (Φt − Z)]
= Tr [F(Ψt) (Φt − Z)]︸ ︷︷ ︸

(At)

+ Tr [(F(Ψt)−F(Ψt−1)) (Ψt − Φt)]︸ ︷︷ ︸
(Bt)

+ Tr [F(Ψt−1) (Ψt − Φt)]︸ ︷︷ ︸
(Ct)

.

(77)

In the following analysis, we will show that terms (At) and (Ct) can be upper bounded
via the optimality of the proximal updates in the OMMP algorithm. Furthermore, the
term (Bt) can be upper bounded via the strong convexity, smoothness, and duality of the
OMMP proximal updates.

4.3 Optimality Analysis of (At)
We begin by upper bounding the term (At). Recall from the definition of the OMMP
algorithm in Section 3.3 that Φt is the outcome of the proximal projection of Equation (71),
for a regularization function h. Therefore, Φt can be expressed as

Φt = arg min
Z∈C

ϕt(Z), (78)
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where ϕt(Z) is the proximal optimization term

ϕt(Z) = Tr [F(Ψt) (Z − Φt−1)] + 1
η
BDh(Z∥Φt−1). (79)

Note that ϕt is differentiable, with gradient

∇Z⊤ϕt(Z) = F(Ψt) + 1
η
∇Z⊤BDh(Z∥Φt−1). (80)

Using the definitions of Section 2.3, in the supplement (Appendix D) we further show that:

Proposition 3 For µ-strongly convex regularization function h with respect to norm ∥ · ∥,
ϕt is µ

η -strongly convex with respect to norm ∥ · ∥.

Since ϕt is strongly convex and differentiable it satisfies the First-Order Optimality Con-
dition (Fact 1) for feasible solution momentum Φt,

Tr
[
∇Φ⊤

t
ϕt(Φt) (Z − Φt)

]
≥ 0, ∀Z ∈ C. (81)

Plugging the gradient of Equation (80) into this expression gives

Tr
[(
F(Ψt) + 1

η
∇Φ⊤

t
BDh(Φt||Φt−1)

)
(Φt − Z)

]
≤ 0

Tr [F(Ψt) (Φt − Z)] + 1
η

Tr
[
∇Φ⊤

t
BDh(Φt||Φt−1) (Φt − Z)

]
≤ 0

Tr [F(Ψt) (Φt − Z)] ≤ 1
η

Tr
[
−∇Φ⊤

t
BDh(Φt||Φt−1) (Φt − Z)

]
. (82)

From our definition of (At) in Equation (77) and the three-point identity for the Bregman
divergence given in Equation (42), it follows that, ∀Z ∈ C,

(At) ≤
1
η

(
BDh(Z||Φt−1)− BDh(Φt||Φt−1)− BDh(Z||Φt)

)
. (83)

4.4 Optimality Analysis of (Ct)
We will now upper bound (Ct), similarly to how we upper bounded (At). Recall from the
definition of the OMMP algorithm in Section 3.3 that Ψt is the outcome of the proximal
projection of Equation (70), for a regularization function h. Therefore, Ψt can be expressed
as

Ψt = arg min
Z∈C

ψt(Z), (84)

where ψt(Z) is the proximal optimization term

ψt(Z) = Tr [F(Ψt−1) (Z − Φt−1)] + 1
η
BDh(Z∥Φt−1). (85)

Note that ϕt is differentiable, with gradient

∇Z⊤ψt(Z) = F(Ψt−1) + 1
η
∇Z⊤BDh(Z∥Φt−1). (86)

Similarly with the previous section, in the supplement (Appendix D) we further show that:
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Proposition 4 For µ-strongly convex regularization function h with respect to norm ∥ · ∥,
ψt is µ

η -strongly convex with respect to norm ∥ · ∥.

Since ψt is strongly convex and differentiable, it satifies the First-Order Optimality Con-
dition (Fact 1) for a feasible solution state Ψt,

Tr
[
∇Ψ⊤

t
ψt(Ψt) (Z −Ψt)

]
≥ 0, ∀Z ∈ C. (87)

Plugging the gradient of Equation (86) into this expression gives, ∀Z ∈ C,

Tr
[(
F(Ψt−1) + 1

η
∇Ψ⊤

t
BDh(Ψt||Φt−1)

)
(Ψt − Z)

]
≤ 0 (88)

Tr [F(Ψt−1) (Ψt − Z)] ≤ 1
η

Tr
[
∇Ψ⊤

t
BDh(Ψt||Φt−1) (Z −Ψt)

]
. (89)

Since the expression holds for all Z ∈ C, we can choose to set Z = Φt, which implies

Tr [F(Ψt−1) (Ψt − Φt)] ≤
1
η

Tr
[
∇Ψ⊤

t
BDh(Ψt||Φt−1) (Φt −Ψt)

]
. (90)

From our definition of (Ct) in Equation (77) and the Three-Point Tdentity for the Bregman
divergence, given in Equation (42), it follows that

(Ct) ≤
1
η

(
BDh(Φt||Φt−1)− BDh(Ψt||Φt−1)− BDh(Φt||Ψt)

)
. (91)

4.5 An Upper Bound for (Bt)
By the Cauchy-Schwarz inequality for Frobenius norm, we can upper bound (Bt) as

(Bt) = Tr [(F (Ψt)− F (Ψt−1)) (Ψt − Φt)] ≤ ∥F (Ψt)− F (Ψt−1)∥F ∥Ψt − Φt∥F . (92)

or more generally, with respect to norms (∥ · ∥, ∥ · ∥∗)

(Bt) = Tr [(F (Ψt)− F (Ψt−1)) (Ψt − Φt)] ≤ ∥F (Ψt)− F (Ψt−1)∥∗∥Ψt − Φt∥. (93)

To further manipulate this upper bound for (Bt), we leverage the ideas from Fenchel duality
and convexity introduced in Section 2.3.

Following from Equation (84) and Equation (79), respectively, Ψt is the minimizer of
ψt and Φt is the minimizer of ϕt. Re-expressing ϕt in terms of ψt,

ϕt(U) = ψt(U) + Tr [(F(Ψt)−F(Ψt−1)) (U − Φt−1)] (94)

implies that Φt can be expressed in terms of a minimization of ψt,

Φt = arg min
U∈C
{ψt(U) + Tr [(F(Ψt)−F(Ψt−1)) U ]} . (95)

Since we assumed that h is µ-strongly convex, by Proposition 4 ψt must be µ
η -strongly

convex. Denoting the Fenchel conjugate of ψt as ψ∗
t , since ψt is strongly convex, Danskin’s

Theorem (Proposition 2) states that ∇ψ∗
t is well-defined, for all V ∈ C, as

∇ψ∗
t (V ) = arg min

U∈C
{ψt(U)− Tr [V U ]} . (96)

29



In the case that V = 0, Equation (78) implies that

∇ψ∗
t (0) = arg min

U∈C
ψt(U) = Ψt. (97)

Meanwhile, if V = F(Ψt−1)−F(Ψt), Equation (95) implies that

∇ψ∗
t (F(Ψt−1)−F(Ψt)) = arg min

U∈C
{ψt(U) + Tr [(F(Ψt)−F(Ψt−1)) U ]} = Φt. (98)

Therefore,

∥Ψt − Φt∥F = ∥∇ψ∗
t (0)−∇ψ∗

t (F(Ψt−1)−F(Ψt)) ∥F . (99)

Furthermore, since ψt is µ
η -strongly convex with respect the norm ∥ ·∥, Strong-Smooth Du-

ality (Lemma 3) implies that ψ∗
t is η

µ -smooth with respect the norm ∥·∥∗. By Proposition 1,
this implies that ∇ψ∗

t is η
µ -Lipschitz continuous with respect ∥ · ∥∗,

∥∇ψ∗
t (X)−∇ψ∗

t (Y ) ∥ = ∥∇ψ∗
t (X)−∇ψ∗

t (Y ) ∥∗∗ ≤
η

µ
∥X − Y ∥∗. (100)

Equivalently for a pair of norms, we get Plugging this and Equation (99) into Equation (92)
produces the final (Bt) upper bound,

(Bt) ≤
η

µ
∥F(Ψt)−F(Ψt−1)∥2∗. (101)

4.6 Average-Iterate Error Upper Bound
Combining the average-iterate error upper bound of Equation (76) and its decomposition,
as expressed in Equation (77), we have that

Error(ΨT ) ≤ 1
T

sup
Z∈C

T∑
t=1

Tr [F(Ψt) (Ψt − Z)] = 1
T

sup
Z∈C

T∑
t=1

(At) + (Bt) + (Ct).

Plugging in the upper bounds for (At) from Equation (83), (Bt) from Equation (101), and
(Ct) from Equation (91) gives

Error(ΨT ) ≤ 1
T

sup
Z∈C

T∑
t=1

(1
η

(
BDh(Z∥Φt−1)− (BDh(Z∥Φt) + BDh(Ψt∥Φt−1) + BDh(Φt∥Ψt))

)
+ η

µ
∥F(Ψt)⊤ −F(Ψt−1)⊤∥2∗

)

≤ 1
T

sup
Z∈C

1
η

T∑
t=1

(
BDh(Z∥Φt−1)− BDh(Z∥Φt)

)
︸ ︷︷ ︸

(I)

−1
η

T∑
t=1

(
BDh(Ψt∥Φt−1) + BDh(Φt∥Ψt)

)

+ η

µ

T∑
t=1
∥F(Ψt)⊤ −F(Ψt−1)⊤∥2∗.

Via telescoping sums, the first term (I) can be reduced to

(I) = 1
η

T∑
t=1

(
BDh(Z∥Φt−1)− BDh(Z∥Φt)

)
= 1
η

(
BDh(Z∥Φ0)− BDh(Z∥ΦT )

)
. (102)
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Additionally, since h is µ-strongly convex with respect ∥ · ∥,

BDh(X∥Y ) ≥ µ

2 ∥X − Y ∥
2. (103)

Therefore, we can re-express the error as

Error(ΨT ) ≤ 1
T

sup
Z∈C

1
η
BDh(Z∥Φ0)− µ

2η∥Z − ΦT ∥2 +− µ

2η

T∑
t=1

(
∥Φt−1 −Ψt∥2 + ∥Φt −Ψt∥2

)
︸ ︷︷ ︸

(II)

+ η

µ

T∑
t=1
∥F(Ψt)⊤ −F(Ψt−1)⊤∥2∗︸ ︷︷ ︸

(III)

,

and proceed to upper bound terms (II) and (III). We begin by expanding (II) as

(II) = − µ

2η∥ΦT − Z∥2 −
µ

2η

T∑
t=1

(
∥Φt−1 −Ψt∥2 + ∥Φt −Ψt∥2

)
= µ

2η

(
∥Φ0 −Ψ0∥2 − ∥ΦT −ΨT ∥2 − ∥ΦT − Z∥2 −

T∑
t=1

(
∥Φt−1 −Ψt∥2 + ∥Φt−1 −Ψt−1∥2

))

Since we initialized Φ0 = Ψ0,

∥Φ0 −Ψ0∥2 = 0. (104)

Furthermore, since ∥ΦT − Z∥2 ≥ 0 for all Z ∈ C, including Z = ΨT ,

(II) ≤ − µ

2η

T∑
t=1

(
∥Φt−1 −Ψt∥2 + ∥Φt−1 −Ψt−1∥2

)
. (105)

Defining

Γ :=
T∑

t=1

(
∥Ψt − Φt−1∥2 + ∥Ψt−1 − Φt−1∥2

)
(106)

implies the following upper bound on (II)

(II) ≤ − µ

2ηΓ. (107)

In order to bound term (III), we will leverage an important property of finite-valued
quantum zero-sum games. Namely, in Appendix D, we prove several properties of the F
operator, including the following lemma regarding Lipschitz continuity.

Lemma 9 (Lipschitz Continuity of F) For finite-valued quantum zero-sum games, F is a
Lipschitz continuous operator, meaning there exists a Lipschitz constant γ ∈ R such that

∥F(Z)−F(Z ′)∥∗ ≤ γ∥Z − Z ′∥, ∀ Z,Z ′ ∈ C. (108)

For the case of (∥ · ∥F , ∥ · ∥F ) and (∥ · ∥∞, ∥ · ∥1), γF,F = O(2d) while γ∞,1 = O(1).
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Leveraging the Lipschitz continuity of F , as given in Equation (108), and the fact that for
an arbitrary norm ∥ · ∥

∥X − Y ∥2 ≤ (∥X∥+ ∥Y ∥)2 ≤ ∥X∥2 + ∥Y ∥2 + 2∥X∥∥Y ∥ ≤ 2∥X∥2 + 2∥Y ∥2, (109)

(III) can be bounded as

(III) = η

µ

T∑
t=1
∥F(Ψt)−F(Ψt−1)∥2∗ ≤

η

µ

T∑
t=1

γ2∥Ψt −Ψt−1∥2

= γ2η

µ

T∑
t=1
∥Ψt − Φt−1 + Φt−1 −Ψt−1∥2

= γ2η

µ

T∑
t=1
∥(Ψt − Φt−1)− (Ψt−1 − Φt−1)∥2

≤ 2γ2η

µ

( T∑
t=1
∥Ψt − Φt−1∥2 + ∥Ψt−1 − Φt−1∥2

)
= 2γ2η

µ
Γ. (110)

Therefore, combining the bound on (II), from Equation (107), with that of (III), from
Equation (110), results in

(II) + (III) ≤
(

2γ2η

µ
− µ

2η

)
Γ. (111)

Note that there exist step-sizes η, such that (II) + (III) ≤ 0. Namely,

η ≤ µ

2γ =⇒ (II) + (III) ≤ 0. (112)

Recall that our objective was to upper bound Error(ΨT ), where

Error(ΨT ) ≤ 1
T

sup
Z∈C

1
η
BDh(Φ0∥Z) + (II) + (III), (113)

If we choose the step-size such that η ≤ µ
2γ , the upper bound simplifies to

Error(ΨT ) ≤ 1
T

sup
Z∈C

1
η
BDh(Φ0∥Z). (114)

Since BDh(Φ0∥Z) is bounded above by the Bregman diameter of C, i.e.

BDh(Φ0∥Z) ≤ sup
X,Y ∈C

BDh(X∥Y ), (115)

it has no time dependence, meaning

Error(ΨT ) = Od

( 1
T

)
,

where Od is used to refer to the convergence dependence on the spectraplex dimension d,
governed by the Bregman diameter of C, as given in Equation (115). Therefore, setting
Error(ΨT ) to a desired accuracy parameter, i.e. Error(ΨT ) = ϵ, we obtain that the number
of steps necessary for average-iterate convergence to an ϵ-Nash equilibrium is

T = Od

(1
ϵ

)
. (116)
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4.7 Regularizer-Induced Dimensionality Dependence
Following from this analysis, for a fixed dimension d, the family of algorithms encompassed
by OMMP can compute an ϵ-Nash Equilibrium in Od(1/ϵ) steps. Note, however, that the
Od(·) notation hides the dimension-dependence of the result, incurred by the 1

ηBDh(Φ0∥Z)
term. In order to achieve an explicit bound, we will demonstrate how different OMMP
regularizers affect the Bregman divergence BDh(Φ0∥Z) and step-size η. In particular,
we consider two regularizers—the Frobenius norm and the von Neumann entropy—which
are quantum analogs of two of the most widely used classical regularizers (entropy and
Euclidean norm). Note that OMMP instantiated with the Frobenius norm implements the
Optimistic Matrix Extra-Gradient (OMEG) algorithm (updates given in Figure 2), while
the von Neumann entropy regularizer implements the Optimistic Matrix Multiplicative
Weights Update (OMMWU) algorithm.

We will first consider the Bregman divergence term, noting that in OMMP we initialize
Φ0 =

(
1

2n 1A,
1

2m 1B
)
. We offer an explicit proof for the Frobenius norm regularizer:

Proposition 5 The Frobenius norm regularizer induces a maximum Bregman divergence
that is constant, i.e. maxX∈C BDh(Φ0||X) = 2 = O(1).

Proof. Using the derivation of the Bregman divergence for the Frobenius norm in Equa-
tion (52) and the fact that ∀X ∈ C, Tr(X) = Tr(α) + Tr(β) ≤ 1 + 1 = 2,

max
X∈C
BDh(Φ0||X) = max

X∈C
1
2 ||Φ0 −X||2F = 1

2 max
X∈C

(
||Φ0||2F − 2Tr(Φ†

0X) + ||X||2F
)

≤ 1
2 max

X∈C

(
2 + ||X||2F

)
≤ 1

2 (2 + 2) = 2.

□
In the case of the von Neumann entropy regularizer, as discussed in [72], for a (4d − 1)-
dimensional spectraplex, the corresponding bound on the Bregman divergence is equal
to the maximum quantum entropy for a 2d-qubit system, and hence linear in d—more
precisely, equal to log

(
4d − 1

)
= O(d).

We now consider the step-size. Following from Equation (112), the optimal step-size is
dependent on h’s strong convexity parameter (µh) and F ’s Lipschitz constant (γF ), as

η = Θ (µh/γF ) . (117)

In scenarios utilizing the Frobenius regularizer, the modulus of strong convexity is 1, while
γLipsch, the Lipschitz constant with respect to ∥·∥F of the gradient for games with bounded
utilities in [−1, 1], is of the order of O(

√
4d) = O(2d). In contrast, for the von Neumann

entropy, the modulus of strong convexity is 1 with respect to the Shatten 1-norm (the
matrix analog of the ℓ1-norm) [73]. Moreover, for games with bounded utilities, the relative
Lipschitz constant with respect to Shatten 1-norm ∥ · ∥1 is of the order of O(1).

In light of the preceding discussions, we conclude with the dimension-dependent iter-
ation complexities of OMMWU and OMEG for achieving ϵ-Nash equilibria of quantum
zero-sum games:

Corollary 1 (OMMWU Iteration Complexity) In a 4d-dimensional spectraplex, OMMWU
computes average-iterate ϵ-Nash equilibria in O(d/ϵ) iterations.

Corollary 2 (OMEG Iteration Complexity) In the 4d-dimensional spectraplex, OMEG com-
putes average-iterate ϵ-Nash equilibria in O(2d/ϵ) iterations.
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Not only does OMMWU match the dimension-dependece of MMWU, but it also logarith-
mically outperform the dimension dependence of OMEG. Thus, between the Frobenius
norm (OMEG) and von Neumann entropy (OMMWU), the latter is the clear choice for
efficient implementation of the OMMP method for quantum zero-sum games played in the
spectraplex.

5 Conclusions
In this work, we proposed a “design” of classical algorithms for finding ϵ-Nash equib-
liria of finite-valued quantum zero-sum games, served to unify and clarify the landscape
of quantum zero-sum game algorithms. We demonstrated that the best prior method—
Jain and Watrous’ Matrix Multiplicative Weight Updates (MMWU) algorithm [29]–fits
within the framework as an instantiation of our proposed Matrix Dual Averaging (MDA)
method. To improve upon MMWU, we leveraged a gradient-based view, which enabled
us to draw from the large classical game theory and optimization literature for solving
variational inequalities of monotone, Lipschitz operators. Via this gradient-based perspec-
tive, proximal steps, and “optimism” we proposed and proved convergence guarantees of
the Optimistic Matrix Mirror Prox (OMMP) method. When instantiated with the von
Neumann entropy regularizer, OMMP implements the Optimistic Matrix Multiplicative
Weights Update (OMMWU) algorithm, which we proved to have dimensionality depen-
dence equivalent to that of MMWU. However, OMMWU establishes a new benchmark
in convergence rate, achieving a quadratic speed-up relative MMWU, while still requiring
only one gradient call per iteration.

With these contributions several challenges remain and interesting open problems are
introduced:

1. Tightness of Convergence Rates: Our first conjecture posits that the O(1/ϵ) con-
vergence rate of 1-MMP is tight, but empirical or theoretical confirmation remains
elusive. Establishing the tightness would clarify the limitations of our method.

Conjecture 1 The rates of Theorem 1 are tight: specifically, there exists a quantum
two-player, zero-sum game for which OMMP methods require Ωd(1/ϵ) iterations to
compute ϵ-Nash equilibria.

2. Dimensionality of Quantum Games: Our work focuses on finite quantum zero-sum
games. Extending the applicability of our algorithms to games in infinite dimensional
Hilbert spaces remains an open challenge that could have theoretical applications to
operator analysis and practical implications to derive new optimal transport tech-
niques.

3. Robustness to Noise: Quantum systems are inherently prone to noise. Important
for practical implementations is how our method performs with different kind of
feedback under noisy measurement conditions.

4. Computational Scaling Challenges: Our proposal requires knowledge of the entire
system density matrix in each iteration, which is computationally prohibitive for
large system sizes. Therefore, it would be valuable to explore efficient classical rep-
resentations of the system state or propose entirely quantum protocols/algorithms
which can eliminate the need to classically learn/store the system state.
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5. Going Beyond 2-Player Zero-Sum: Early forays into quantum potential games [74]
and quantum zero-sum polymatrix games [45] are suggestive of exciting possibilities
for further research with novel classes of games and solution concepts.
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A Complex Matrix Differentiation and Gradients
In this appendix section, we review complex matrix differentiation and gradients - an
invaluable tool for framing our quantum game feedback and analyzing our algorithm.
Specifically, we will show why it is natural to define the gradient of a real-valued function
u : Cd → R with respect to complex matrix Z ∈ Cd as

∇Z⊤u(Z) (118)
and how this relates to a directional derivative. Concretely, our goal is to compute the
directional derivative of u(Z(t)) at Z in the direction of matrix dZ/dt.

In order to derive this derivative, we will start by introducing a few important properties
of Z and u. To begin, note that Z is a Hermitian matrix of the form

Z = X + iY, (119)
where X is a real symmetric matrix and Y is a real skew-symmetric matrix. Thus, can
use the chain rule to derive du/dt:

du

dt
=
∑
i,j

∂u

∂Xij

dXij

dt
+ ∂u

∂Yij

dYij

dt
. (120)

From the definition of the Wirtinger derivative, we also have that
∂u

∂Zij
= ∂u

∂Xij
− i ∂u

∂Yij
(121)

Finally, we note the following property of symmetric and skew-symmetric matrices:

Proposition 6 For symmetric matrix A and skew-symmetric matrix B,

Tr(AB) = Tr(A⊤B) =
∑
i,j

AijBij = 0. (122)

Proof. Tr(AB) = Tr(A⊤B) = Tr(AB⊤) = −Tr(AB) =⇒ Tr(AB) = 0 □ Since

X is symmetric, ∂u/∂X and dX/dt are symmetric. Similarly, since Y is skew-symmetric,
∂u/∂Y and dY/dt are symmetric. Therefore, by Proposition 6,∑

i,j

∂u

∂Xij

dYij

dt
= Tr

(
∂u

∂X

dY

dt

)
= 0 (123)

∑
i,j

∂u

∂Yij

dXij

dt
= Tr

(
∂u

∂Y

dX

dt

)
= 0 (124)

Now, we can combine the previous properties to obtain du/dt expressed in terms of
the complex matrix Z. Starting from Equation (120), then leveraging Equation (123) and
Equation (124), we get that

du

dt
=
∑
i,j

∂u

∂Xij

dXij

dt
+ ∂u

∂Yij

dYij

dt
(125)

=
∑
i,j

(
∂u

∂Xij

dXij

dt
+ ∂u

∂Yij

dYij

dt

)
+ i Tr

(
∂u

∂X

dY

dt

)
− i Tr

(
∂u

∂Y

dX

dt

)
(126)

=
∑
i,j

∂u

∂Xij

dXij

dt
+ i

∂u

∂Xij

dYij

dt
− i ∂u

∂Yij

dXij

dt
+ ∂u

∂Yij

dYij

dt
(127)

=
∑
i,j

(
∂u

∂Xij
− i ∂u

∂Yij

)(
dXij

dt
+ i

dYij

dt

)
. (128)
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By Equation (119) and Equation (121), this achieves the desired directional derivative,
which is expressed in terms of the gradient ∇Z⊤u:

du

dt
=
∑
i,j

(
∂u

∂Xij
− i ∂u

∂Yij

)(
dXij

dt
+ i

dYij

dt

)
=
∑
i,j

∂u

∂Zij

dZij

dt
(129)

= Tr
((

∂u

∂Z

)⊤ dZ

dt

)
= Tr

(
∂u

∂Z⊤
dZ

dt

)
= Tr

(
∇Z⊤u ·

dZ

dt

)
. (130)

B Mirror & Proximal Maps
In this appendix we offer further intuition for definitions and provide intuitive proofs of
key lemmas regarding the mirror and proximal maps/steps introduced in Section 2.5.

Definition 6 (Mirror Map) For a state D in the dual space D, the mirror map, or regu-
larized best response,

MirΠh
P(D) := arg max

P ∈P
{Tr[D†P ]− h(P )} (43)

implements the inverse mirror map, ∂h−1 : D → P, mapping D ∈ D to the corresponding
state P in the feasible region P of the primal space.

Proof. Since Hd is the set of all complex matrices, this is an unconstrained minimization
problem. We can thus solve for the maximum by setting the gradient of the minimization
term to zero, as

0 = ∇P ⊤

(
Tr[D†P ]− h(P )

)
= D − ∂h(P ), (131)

which implies the solution

∂h(P ) = D =⇒ P = ∂−1h(D). (132)

□

Lemma 4 (Mirror Step) For state Xt in the feasible set Hd
+ of primal space Cd,

MirProxΠh,η,f
X d (Xt) := arg min

Xt+1∈Hd
+

{
Tr[∇f(Xt)†Xt+1] + 1

η
BDh(Xt+1||Xt)

}
, (45)

implements the mirror step mapping to an updated feasbile set primal state Xt+1 ∈ Hd
+.

Proof. The constrained minimization problem has Lagrangian

L = Tr[∇f(Xt)†Xt+1]− 1
η

(
h(Xt+1)− h(Xt)− Tr[∇h(Xt)†(Xt+1 −Xt)]

)
−λ(Tr[Xt+1−1]),

(133)
with gradients ∇X⊤

t+1
L = ∇f(Xt)− 1

η (∇h(Xt+1)−∇h(Xt))− λ1

∇λL = Tr[Xt+1]− 1.
. (134)
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Setting both of these gradients to zero gives us the equations{
∂h(Xt+1) = ∂h(Xt) + η∇f(Xt)− ηλ1

Tr[Xt+1] = 1,
, (135)

which implies the solution

Xt+1 = ∂−1h(∂h(Xt) + η∇f(Xt)− ηλ1), (136)

with λ chosen to ensure that Xt lies in the feasible set X d; i.e., it satisfies the constraint

Tr[Xt+1] = Tr[∂−1h(∂h(Xt) + η∇f(Xt)− ηλ1)] = 1. (137)

□

Lemma 5 (Proximal Step) For state Xt ∈ Hd
+ in the feasible set of the primal space,

ProxΠh,η

Hd
+

(Xt,∇f(Yt+1)) : = arg min
Xt+1∈Hd

+

{
Tr[∇f(Yt+1)†(Xt+1 −Xt)] + 1

η
BDh(Xt+1||Xt)

}

= arg min
Xt+1∈Hd

+

{
Tr[∇f(Yt+1)†Xt+1] + 1

η
BDh(Xt+1||Xt)

}
(47)

implements the proximal step mapping to an updated feasbile set primal state Xt+1 ∈ Hd
+.

Proof. The constrained minimization problem has Lagrangian

L = Tr[∇f(Yt+1)†(Xt+1 −Xt)]−
1
η
BDh(Xt+1||X)− λ(Tr[Xt+1]− 1), (138)

where

BDh(Xt+1||X) = h(Xt+1)− h(Xt)− Tr[∂h(Xt)†(Xt+1 −Xt)]. (139)

The Lagrangian has gradients∇X⊤
t+1
L = ∇f(Yt+1)− 1

η (∂h(Xt+1)− ∂h(Xt))− λ1

∇λL = Tr[Xt+1]− 1.
(140)

Setting both of these gradients to zero gives us the equations{
∂h(Xt+1) = ∂h(Xt) + η∇f(Yt+1)− ηλ1

Tr[Xt+1] = 1,
(141)

which implies the solution

Xt+1 = ∂−1h(∂h(Xt) + η∇f(Yt+1)− ηλ1), (142)

with λ chosen to ensure that Xt lies in the feasible set X d, i.e., it satisfies the constraint

Tr[Xt] = Tr[∂−1h(∂h(Xt) + η∇f(Yt+1)− ηλ1)] = 1. (143)

□
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Lemma 6 (Bregman Divergence of the Frobenius Norm) If h is the squared Frobenius norm,

h(X) = 1
2 ||X||

2
F = 1

2Tr[X†X], (51)

then the Bregman divergence is the squared Frobenius distance,

BDh(X||Y ) = 1
2 ||X − Y ||

2
F , (52)

the corresponding mirror map (regularized best-response) is the orthogonal projection,

MirΠh
C(Y ) = arg minC∈C ||Y − C||2F = OrthΠC(Y ), (53)

and the corresponding proximal map is

ProxΠh
C(X,Y ) = arg minC∈C ||X + Y − C||2F = OrthΠC(X + Y ). (54)

Proof. We begin by noting that

∇h(Y ) = 1
2∇||Y ||

2
F = Y, (144)

which implies that the mirror map ∇h is the identity in this case. Therefore,

∇−1h(Y ) = ∇h(Y ) = Y. (145)

Furthermore, since

||X − Y ||2F = ||X||2F + ||Y ||2F − 2 Tr[X†Y ] (146)
= ||X||2F + (2||Y ||2F − ||Y ||2F )− 2 Tr[X†Y ] (147)
= ||X||2F − ||Y ||2F + 2 Tr[Y †Y ]− 2 Tr[X†Y ] (148)
= ||X||2F − ||Y ||2F − 2 Tr[(X − Y )†Y ], (149)

the Bregman divergence, as desired, is

BDh(X||Y ) = h(X)− h(Y )− Tr[(X − Y )†∇h(Y )] (150)

= 1
2 ||X||

2
F −

1
2 ||Y ||

2
F − Tr[(X − Y )†∇h(Y )] (151)

= 1
2 ||X||

2
F −

1
2 ||Y ||

2
F − Tr[(X − Y )†Y ] (152)

= 1
2
(
||X||2F − ||Y ||2F − 2Tr[(X − Y )†Y ]

)
(153)

= 1
2 ||X − Y ||

2
F . (154)

The corresponding regularized best-response is

MirΠh
C(Y ) = arg min

C∈C

{
Tr[Y †C]− 1

2 ||C||
2
F

}
,

which has Lagrangian

L = Tr[Y †C]− 1
2 ||C||

2
F − λ(Tr[C]− 1), (155)
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with gradients

∇L =
{
∇C⊤L = Y − C − λ1

∇λL = −Tr[C] + 1.
(156)

Note, however, that these are also gradients of the Lagrangian

L′ = 1
2 ||Y − C||

2
F − λ(Tr[C]− 1), (157)

corresponding to the minimization of the orthogonal projection

OrthΠC(Y ) = arg minC∈C ||Y − C||2F .

Therefore, as desired,

MirΠh
C(Y ) = arg minC∈C ||Y − C||2F = OrthΠC(Y ).

Finally, the corresponding proximal projection is given by

ProxΠh
C(X,Y ) = arg minC∈C

{
Tr[Y †(X − C)] + 1

2 ||C −X||
2
F

}
, (158)

which has Lagrangian

L = Tr[Y †(X − C)] + 1
2 ||C −X||

2
F − λ(Tr[C]− 1), (159)

with gradients

∇L =
{
∇C⊤L = X + Y − C − λ1

∇λL = −Tr[C] + 1.
(160)

Note, however, that these are also gradients of the Lagrangian

L′ = 1
2 ||X + Y − C||2F − λ(Tr[C]− 1), (161)

corresponding to the minimization of the orthogonal projection

OrthΠC(X + Y ) = arg minC∈C ||X + Y − C||2F .

Therefore, as desired,

ProxΠh
C(X,Y ) = arg minC∈C ||X + Y − C||2F = OrthΠC(X + Y ).

□

Lemma 7 (Bregman Divergence of the von Neumann Entropy) If h is the von Neumann
entropy,

h(X) = Tr[X logX], (55)
then the Bregman divergence is the quantum relative entropy

BDh(X||Y ) = Tr[X(logX − log Y )], (56)

the corresponding mirror map (regularized best-response) is the logit map,

MirΠh
C(Y ) = exp(Y )

Tr[exp(Y )] = Λ(Y ), (57)

and the corresponding proximal map is

ProxΠh
C(X,Y ) = exp(logX + Y )

Tr[exp(logX + Y )] = Λ(logX + Y ). (58)
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Proof. We will begin with an informal proof of the Bregman divergence of the von
Neumann entropy of density matrices (for the original, rigorous proof refer to [75]). In
doing so, we will leverage the following facts about density matrices X and Y :

1. ∇X⊤Tr[X logX] = 1 + logX

2. Tr[X] = Tr[Y ] = 1

3. Density matrices are Hermitian, which implies X† = X and Y † = Y .

Thus, the Bregman divergence is the relative quantum entropy as follows,

BDh(X||Y ) = h(X)− h(Y )− Tr[(X − Y )†∇h(Y )]
= Tr[X logX]− Tr[Y log Y ]− Tr[(X − Y )†∇Tr[Y log Y ]]
= Tr[X logX]− Tr[Y log Y ]− Tr[(X − Y )†(1 + log Y )]
= Tr[X logX]− Tr[Y log Y ]− Tr[X] + Tr[Y ]− Tr[X log Y ] + Tr[Y log Y ]
= Tr[X(logX − log Y )].

The regularized best-response,

MirΠh
C(Y ) = arg minC∈C{Tr[Y †C]− Tr[C logC]}

has Lagrangian

L(Y ) = Tr[Y †C]− Tr[C logC]− λ · (Tr[C]− 1),

with gradients

∇L =
{
∇C⊤L(Y ) = Y − (1 + logC)− λ1 = Y − logC − α1

∇λL(Y ) = −Tr[C] + 1,

where α = λ+ 1. Setting the gradients to zero results in the system of equations{
logC = Y − α1

Tr[C] = 1
=⇒

{
C = exp(Y − α1) = exp(Y ) · e−α1

Tr[C] = 1.

We can solve for α by plugging the first equation into the second and using the properties
of matrix exponentials as follows.

Tr[exp(Y ) · e−α1] = e−αTr[exp(Y )] = 1 =⇒ e−α = 1
Tr[exp(Y )] .

Substituting this back into our equation for C gives

C = exp(Y )
Tr[exp(Y )] .

Therefore, as desired, the regularized best response is the logit map

MirΠh
C(Y ) = exp(Y )

Tr[exp(Y )] = Λ(Y ).

Finally, the corresponding proximal projection is given by

ProxΠh
C(X,Y ) = arg minC∈C

{
Tr[Y †(X − C)] + Tr[C(logC − logX)]

}
, (162)
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which has Lagrangian

L(Y ) = Tr[Y †(X − C)] + Tr[C(logC − logX)]− λ · (Tr[C]− 1),

with gradients

∇L =
{
∇C⊤L(Y ) = −Y + 1 + logC − logX − λ1 = logC − Y − logX + α1

∇λL(Y ) = −Tr[C] + 1,

where α = λ+ 1. Setting the gradients to zero results in the system of equations{
logC = Y + logX − α1

Tr[C] = 1
=⇒

{
C = exp(Y + logX) · e−α1

Tr[C] = 1

We can solve for α by plugging the first equation into the second and using the properties
of matrix exponentials as follows.

Tr[exp(Y + logX) · e−α1] = e−αTr[exp(Y + logX)] = 1 =⇒ e−α = 1
Tr[exp(Y + logX)] .

Substituting this back into our equation for C gives

C = exp(Y + logX)
Tr[exp(Y + logX)] .

Therefore, as desired, the regularized best response is the logit map

ProxΠh
C(X,Y ) = exp(Y + logX)

Tr[exp(Y + logX)] = Λ(Y + logX).

□

C Properties of Finite-Valued Zero-Sum Quantum Games
In this appendix we will prove several important properties of finite-valued zero-sum quan-
tum games.

C.1 Properties of Spectraplexes
Lemma 10 The spectraplex X = {X ∈ Hk

+ : Tr(X) = 1} is a convex set.

Proof. By the definition of convex set, X is a convex set iff, for any X1, X2 ∈ X and
t ∈ (0, 1],

X̃ = (1− t) ·X1 + t ·X2 (163)

such that X̃ ∈ Hk
+ and Tr(X̃) = 1.

We begin by proving that X̃ is positive semi-definite, X̃ ∈ Hk
+, which is true iff ∀ |v⟩ ∈ Ck,

⟨v| X̃ |v⟩ ≥ 0. (164)
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Given that X1, X2 ∈ Hk
+,

∀ |v⟩ ∈ Ck : ⟨v|X1 |v⟩ ≥ 0 and ⟨v|X2 |v⟩ ≥ 0. (165)

Therefore, since t ≥ 0 and (1− t) ≥ 0,

⟨v| X̃ |v⟩ = ⟨v| (1− t) ·X1 + t ·X2 |v⟩ = (1− t) ⟨v|X1 |v⟩+ t ⟨v|X2 |v⟩ ≥ 0. (166)

We now prove that Tr(X̃) = 1. Since Tr[X1] = Tr[X2] = 1,

Tr(X̃) = Tr
[
(1− t) ·X1 + t ·X2

]
= (1− t) · Tr[X1] + t · Tr[X2] = 1− t+ t = 1 (167)

□

Lemma 11 The spectraplex X = {X ∈ Hk
+ : Tr(X) = 1} is a compact set.

Proof. See page 162 of [76]. □

C.2 Properties of F
Lemma 8 (Mononicity of F) F is monotone or, equivalently,

Tr [(F(X)−F(Y )) (X − Y )] ≥ 0, ∀X,Y ∈ C. (73)

Proof. For this proof, we will leverage the Pauli decompositions of the involved op-
erators. Note that every matrix M can be decomposed in terms of the Pauli matrices
P = {I,X, Y, Z}, as

M =
∑

P ∈P⊗n

M̂(P )P,

where the tensored Pauli matrices P constitute an orthonormal basis, with respect to trace
inner product, and possess corresponding Pauli coefficients M̂(P ). Note that for all Paulis,
we have P = P †. The Pauli coefficients of an n-qubit system can also be explicitly defined
as

M̂(P ) = 1
2n

Tr(P †M).

The payoff observable U can be decomposed as

U =
∑

R∈P⊗(nm)

Û(R)R =
∑

P ∈P⊗n

∑
Q∈P⊗m

Û(P,Q)P ⊗Q,
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where Û(P,Q) = Û(P⊗Q). Plugging this into the payoff gradients defined in Equation (16)
and Equation (17), we get that

Fα(α, β) = ∇α⊤Tr
(
U †(α⊗ β)

)
= ∇α⊤Tr


 ∑

P ∈P⊗n

∑
Q∈P⊗m

Û(P,Q)P ⊗Q

†

(α⊗ β)


= ∇α⊤Tr

 ∑
P ∈P⊗n

∑
Q∈P⊗m

Û(P,Q)∗P †α⊗Q†β


=

∑
P ∈P⊗n

∑
Q∈P⊗m

Û(P,Q)∗ · ∇α⊤Tr
(
P †α⊗Q†β

)
=

∑
P ∈P⊗n

∑
Q∈P⊗m

Û(P,Q)∗ · ∇α⊤Tr
(
P †α

)
Tr
(
Q†β

)
=

∑
P ∈P⊗n

∑
Q∈P⊗m

Û(P,Q)∗ · 2mβ̂(Q) P †

and, similarly,

Fβ(α, β) = −∇β⊤Tr
(
U †(α⊗ β)

)
= −

∑
P ∈P⊗n

∑
Q∈P⊗m

Û(P,Q)∗ · ∇β⊤Tr
(
P †α

)
Tr
(
Q†β

)
= −

∑
P ∈P⊗n

∑
Q∈P⊗m

Û(P,Q)∗ · 2nα̂(P )Q†.

Thus, plugging these results into Equation (19), the operator F can be decomposed as

F(α, β) =
(

2m ∑
P ∈P⊗n

∑
Q∈P⊗m Û(P,Q)∗ · β̂(Q) P †

−2n ∑
P ∈P⊗n

∑
Q∈P⊗m Û(P,Q)∗ · α̂(P )Q†

)
. (168)

Now, let us consider the two distinct games states, X = (x1, x2) and Y = (y1, y2), where
x1, y1 ∈ A and x2, y2 ∈ B, with difference

X − Y =
(
x1
x2

)
−
(
y1
y2

)
=
(
x1 − y1
x2 − y2

)
.

Following from Equation (168), the difference of the payoff gradients is

F (X)− F (Y ) = F (x1, x2)− F (y1, y2) =
(

2m∑
P,Q Û(P,Q)∗ · (x̂2(Q)− ŷ2(Q)) P †

2n∑
P,Q Û(P,Q)∗ · (ŷ1(P )− x̂1(P )) Q†

)
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Plugging these into the left-hand side of Equation (73), we get that

Tr [(F(X)−F(Y ))(X − Y )] =

= Tr
[(

2m∑
P,Q Û(P,Q)∗ · (x̂2(Q)− ŷ2(Q)) P †

2n∑
P,Q Û(P,Q)∗ · (ŷ1(P )− x̂1(P )) Q†

)(
x1 − y1
x2 − y2

)]

= Tr

∑
P,Q

Û(P,Q)∗
(
2m (x̂2(Q)− ŷ2(Q)) P †(x1 − y1) + 2n (ŷ1(P )− x̂1(P )) Q†(x2 − y2)

)
=
∑
P,Q

Û(P,Q)∗
(
2m (x̂2(Q)− ŷ2(Q)) Tr

[
P †(x1 − y1)

]
+ 2n (ŷ1(P )− x̂1(P )) Tr

[
Q†(x2 − y2)

])
=
∑
P,Q

Û(P,Q)∗
(

2m (x̂2(Q)− ŷ2(Q)) 2n (x̂1(P )− ŷ1(P )) + 2n (ŷ1(P )− x̂1(P )) 2m (x̂2(Q)− ŷ2(Q))
)

= 2n+m
∑
P,Q

Û(P,Q)∗
(

(x̂2(Q)− ŷ2(Q)) (x̂1(P )− ŷ1(P ))− (x̂1(P )− ŷ1(P )) (x̂2(Q)− ŷ2(Q))
)

= 0.

□

Lemma 9 (Lipschitz Continuity of F) For finite-valued quantum zero-sum games, F is a
Lipschitz continuous operator, meaning there exists a Lipschitz constant γ ∈ R such that

∥F(Z)−F(Z ′)∥∗ ≤ γ∥Z − Z ′∥, ∀ Z,Z ′ ∈ C. (108)

For the case of (∥ · ∥F , ∥ · ∥F ) and (∥ · ∥∞, ∥ · ∥1), γF,F = O(2d) while γ∞,1 = O(1).

Proof. In Lemma 12, we proved that F is linear, which implies that for any Z,Z ′ ∈ C,

F(Z)−F(Z ′) = F(Z − Z ′).

In order to prove that F is Lipschitz continuous, we simply need to prove that there exists
a γ ∈ R such that, for all Z ̸= Z ′,10

||F(Z − Z ′)||F
||Z − Z ′||F

≤ γ.

Letting Y = Z − Z ′, this is equivalent to proving

sup
Y ̸=0

||F(Y )||F
||Y ||F

≤ γ. (169)

Vectorizing Y , as a vector of size |C|, the Frobenius norm can be expressed as

||Y ||F =
√∑

i

|Yi|2.

Furthermore, since F is a linear operator, it maps Y to some new joint state Y ′ = F(Y ) ∈
C, with entries

Y ′
j =

∑
i

cijYi.

10In the case that Z = Z′, trivially Z − Z′ = 0 and F(Z − Z′) = 0, meaning any value for γ suffices.
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for some linear coefficients cij ∈ C. Note that since the setting is restricted to finite-valued
quantum zero-sum games, with a finite-valued utility function U , the coefficients cij are
guaranteed to be finite-valued. Therefore, the right-hand side of Equation (169) can be
re-expressed as

sup
Y ̸=0

||F(Y )||F
||Y ||F

= sup
Y ̸=0

||Y ′||F
||Y ||F

= sup
Y ̸=0

√∑
j |
∑

i cijYi|2∑
i |Yi|2

.

Letting c∗ = max({ci,j}),

sup
Y ̸=0

√∑
j |
∑

i cijYi|2∑
i |Yi|2

≤ sup
Y ̸=0

√∑
j |
∑

i c
∗Yi|2∑

i |Yi|2
= sup

Y ̸=0

√
c∗∑

j |
∑

i Yi|2∑
i |Yi|2

and leveraging the triangle inequality,

sup
Y ̸=0

√
c∗∑

j |
∑

i Yi|2∑
i |Yi|2

≤ sup
Y ̸=0

√
c∗∑

j

∑
i |Yi|2∑

i |Yi|2
= sup

Y ̸=0

√
c∗|C| ·

∑
i |Yi|2∑

i |Yi|2
=
√
c∗|C|.

Thus, for any γ ≥
√
c∗|C|, Equation (169) is satisfied. Recall that c∗ = Θ(1) for games

in [−1, 1]. Therefore, the linear operator F is Lipschitz continuous where γF,F = O(
√

4d).
Applying similar argumentation for the case of real vector and norm pairs (ℓ∞, ℓ1), we get
γ∞,1 = O(1). Indeed, it is easy to see

sup
Y ̸=0

||F(Y )||∞
||Y ||1

= sup
Y ̸=0

||Y ′||∞
||Y ||1

= sup
Y ̸=0

√
maxj |

∑
i cijYi|∑

i |Yi|
≤ c∗ = O(1).

□

Lemma 1 If F is monotone, then a strong solution is a weak solution.

Proof. Denote a strong solution, satisfying Equation (20), as ΨS . Since F is monotone,
from the definition of monotonicty, ∀Ψ ∈ C,

Tr
[
(F(Ψ)−F(ΨS)) (Ψ−ΨS)

]
≥ 0, (170)

which implies that,

Tr
[
F(Ψ) (Ψ−ΨS)

]
− Tr

[
F(ΨS) (Ψ−ΨS)

]
≥ 0. (171)

Since ΨS is a strong solution, by Equation (20),

Tr
[
F(Ψ) (Ψ−ΨS)

]
≥ Tr

[
F(ΨS) (Ψ−ΨS)

]
≥ 0. (172)

Therefore, ∀Ψ ∈ C,

Tr
[
F(Ψ) (ΨS −Ψ)

]
≤ 0, (173)

meaning ΨS satisfies Equation (21) and is, thus, also a weak solution. □

Lemma 2 If F is Lipschitz continuous, then a weak solution is a strong solution.
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Proof. Denote a weak solution, satisfying Equation (21), as ΨW . In Lemma 10 we
proved that spectraplexes are convex, which implies that A, B, and, thus, C are convex
sets. Therefore, by the definition of convex set, for any Ψ ∈ C and t ∈ (0, 1],

ΨW + t · (Ψ−ΨW ) ∈ C. (174)

Plugging this state into Equation (21) gives

Tr
[
F(ΨW + t · (Ψ−ΨW ))

(
ΨW + t · (Ψ−ΨW )−ΨW

)]
≥ 0 (175)

t · Tr
[
F(ΨW + t · (Ψ−ΨW ))

(
Ψ−ΨW

)]
≥ 0 (176)

Tr
[
F(ΨW + t · (Ψ−ΨW ))

(
Ψ−ΨW

)]
≥ 0. (177)

Since F is Lipschitz continuous, we can take the following limit,

lim
t→0

Tr
[
F(ΨW + t · (Ψ−ΨW ))

(
Ψ−ΨW

)]
≥ 0. (178)

The resulting expression,

Tr
[
F(ΨW )

(
Ψ−ΨW

)]
≥ 0, ∀Ψ ∈ C, (179)

implies that ΨW satisfies Equation (20) and is also a strong solution. □

Lemma 12 (Linearity of F) F : A×B 7→ C is a linear operator. Therefore, F must satisfy
the following properties:

1. For any λ ∈ C, F(λα, λβ) = λF(α, β).

2. For α, α′ ∈ A and β, β′ ∈ B, F(α+ α′, β + β′) = F(α, β) + F(α′, β′).

Proof. From Equation (16) and Equation (17), it follows that

Fα(α, β) = TrB
[
U †(1n ⊗ β)

]
= Fα(β) ∈ A

Fβ(α, β) = −TrA
[
U †(α⊗ 1m)

]
= Fβ(α) ∈ B

F(α, β) = (Fα(α, β),Fβ(α, β)) ∈ C

such that F : A× B 7→ C.

We will now prove that F satisfies the multiplicative property. If λ ∈ C, then

Fλα(λα, λβ) = TrB
[
U †(1n ⊗ λβ)

]
= λTrB

[
U †(1n ⊗ β)

]
= λFα(α, β)

Fλβ(λα, λβ) = −TrA
[
U †(λα⊗ 1m)

]
= −λTrA

[
U †(α⊗ 1m)

]
= λFβ(α, β),

which implies, as desired,

F(λα, λβ) =
(
Fλα(λα, λβ),Fλβ(λα, λβ)

)
=
(
λFα(α, β), λFβ(α, β)

)
= λF(α, β).
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We will now prove that F satisfies the additive property. If α, α′ ∈ A and β, β′ ∈ B, then

Fα+α′(α+ α′, β + β′) = TrB
[
U †(1n ⊗ (β + β′))

]
= TrB

[
U †(1n ⊗ β) + U †(1n ⊗ β′)

]
= TrB

[
U †(1n ⊗ β)

]
+ TrB

[
U †(1n ⊗ β′)

]
= Fα(α, β) + Fα′(α′, β′)

Fβ+β′(α+ α′, β + β′) = −TrA
[
U †((α+ α′)⊗ 1m)

]
= −TrA

[
U †(α⊗ 1m) + U †(α′ ⊗ 1m)

]
= −TrA

[
U †(α⊗ 1m)

]
− TrA

[
U †(α′ ⊗ 1m)

]
= Fβ(α, β) + Fβ′(α′, β′),

which implies, as desired,

F(α+ α′, β + β′) =
(
Fα(α, β) + Fα′(α′, β′),Fβ(α, β) + Fβ′(α′, β′)

)
=
(
Fα(α, β),Fβ(α, β)

)
+
(
Fα′(α′, β′),Fβ′(α′, β′)

)
= F(α, β) + F(α′, β′).

□

D Convergence Analysis Proofs
Proposition 7 If g(X) is a µ-strongly convex function and h(X) is an α-strongly convex
function, then f(X) = g(X) + h(X) is a µ+ α-strongly convex function.

Proof. By the defintion of strong convexity (Definition 2), ∀X,Y ∈ C

g(X) ≥ g(Y ) + ⟨∇g(Y ), X − Y ⟩+ µ

2 ∥X − Y ∥
2
F , (180)

h(X) ≥ h(Y ) + ⟨∇h(Y ), X − Y ⟩+ α

2 ∥X − Y ∥
2
F . (181)

Summing together these two expressions gives

g(X) + h(X) ≥ g(Y ) + h(Y ) + ⟨∇g(Y ) +∇h(Y ), X − Y ⟩+ µ+ α

2 ∥X − Y ∥2F (182)

=⇒ f(X) ≥ f(Y ) + ⟨∇f(Y ), X − Y ⟩+ µ+ α

2 ∥X − Y ∥2F , (183)

which implies f is (µ+ α)-strongly convex. □

Proposition 3 For µ-strongly convex regularization function h with respect to norm ∥ · ∥,
ϕt is µ

η -strongly convex with respect to norm ∥ · ∥.
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Proof. To prove that ϕt(Z) is µ
η -strongly convex, we will leverage Proposition 7. Namely,

by proving that Tr [F(Ψt) (Z − Φt−1)] is convex (i.e., 0-strongly convex) and that 1
ηBDh(Z∥Φt−1)

is µ
η -strongly convex, then

ϕt(Z) = Tr [F(Ψt) (Z − Φt−1)] + 1
η
BDh(Z∥Φt−1), (184)

must be 0 + µ
η = µ

η -strongly convex.
We begin by proving that 1

ηBDh(Z∥Φt−1) is µ
η -strongly convex. From the definition

of strong convexity (Definition 2), if h is µ-strongly convex, then the Bregman divergence
BDh must also be µ-strongly convex. This implies that

1
η
BDh(X∥Y ) ≥ µ

2η∥X − Y ∥
2
F , ∀X,Y ∈ C, (185)

meaning the function 1
ηBDh(Z∥Φt−1) must be µ

η -strongly convex.
We now prove that f(Z) = Tr [F(Ψt) (Z − Φt−1)] is convex. For all X,Y ∈ C,

f(X)− f(Y ) = Tr [F(Ψt) (X − Φt−1)]− Tr [F(Ψt) (Y − Φt−1)] = Tr [F(Ψt) (X − Y )] .
(186)

Since ∀Z ∈ C, ∇f(Z) = F(Ψt), this implies that

f(X)− f(Y ) = Tr [F(Ψt) (X − Y )] = Tr [∇f(Y ) (X − Y )] , (187)

meaning, by Definition 1, f is convex. □

Proposition 4 For µ-strongly convex regularization function h with respect to norm ∥ · ∥,
ψt is µ

η -strongly convex with respect to norm ∥ · ∥.

Proof. To prove that ψt(Z) is µ
η -strongly convex, we will leverage Proposition 7. Namely,

by proving that Tr [F(Ψt−1) (Z − Φt−1)] is convex (i.e. 0-strongly convex) and that 1
ηBDh(Z∥Φt−1)

is µ
η -strongly convex, then

ψt(Z) = Tr [F(Ψt−1) (Z − Φt−1)] + 1
η
BDh(Z∥Φt−1), (188)

must be 0 + µ
η = µ

η -strongly convex.
We begin by proving that 1

ηBDh(Z∥Φt−1) is µ
η -strongly convex. From the definition

of strong convexity (Definition 2), if h is µ-strongly convex, then the Bregman divergence
BDh must also be µ-strongly convex. This implies that

1
η
BDh(X∥Y ) ≥ µ

2η∥X − Y ∥
2
F , ∀X,Y ∈ C, (189)

meaning the function 1
ηBDh(Z∥Φt−1) must be µ

η -strongly convex.
We now prove that f(Z) = Tr [F(Ψt−1) (Z − Φt−1)] is convex. For all X,Y ∈ C,

f(X)− f(Y ) = Tr [F(Ψt−1) (X − Φt−1)]− Tr [F(Ψt−1) (Y − Φt−1)] = Tr [F(Ψt−1) (X − Y )] .
(190)

Since ∀Z ∈ C, ∇f(Z) = F(Ψt), this implies that

f(X)− f(Y ) = Tr [F(Ψt−1) (X − Y )] = Tr [∇f(Y ) (X − Y )] , (191)

meaning, by Definition 1, f is convex. □

54


	1 Introduction
	1.1 Motivation
	1.2 Prior Work
	1.3 Our Contributions and Methodology
	1.4 Paper Organization

	2 Preliminaries
	2.1 Quantum Zero-Sum Games
	2.2 Quantum Nash Equilibria
	2.3 Convexity, Smoothness, & Duality
	2.4 Bregman Divergence & Mirror Map
	2.5 Mirror & Proximal Steps
	2.5.1 Mirror Step
	2.5.2 Proximal Step
	2.5.3 Regularizers


	3 Algorithms for Quantum Zero-Sum Games
	3.1 Matrix Dual Averaging (MDA) Method
	3.2 Matrix Mirror Prox (MMP)
	3.3 Optimistic Matrix Mirror-Prox (OMMP) Methods

	4 Convergence Analysis
	4.1 Monotonicity of F
	4.2 Error Decomposition
	4.3 Optimality Analysis of (At)
	4.4 Optimality Analysis of (Ct)
	4.5 An Upper Bound for (Bt)
	4.6 Average-Iterate Error Upper Bound
	4.7 Regularizer-Induced Dimensionality Dependence

	5 Conclusions
	6 Acknowledgements
	A Complex Matrix Differentiation and Gradients
	B Mirror & Proximal Maps
	C Properties of Finite-Valued Zero-Sum Quantum Games
	C.1 Properties of Spectraplexes
	C.2 Properties of F

	D Convergence Analysis Proofs

