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On ISS with respect to average value of
disturbances: a time-delay approach

Efimov D., Fridman E.

Abstract—For input-affine nonlinear dynamical systems, an
input-to-state stability analysis with respect to (weighted) average
values of exogenous perturbations is proposed. The time-delay
method is used to represent the system in a suitable form for
investigation: a kind of neutral-type differential equation. The
introduced approach allows the asymptotic gains with respect to
zero-mean periodic signals to be evaluated for nonlinear systems
(an analogue of Bode magnitude plot), as well as for integral
input-to-state stable systems with periodic inputs. The results
are illustrated on the class of homogeneous systems.

I. INTRODUCTION

Analysis of robustness of stability properties for dynamical
systems with respect to external disturbances, measurement
noises, variations of parameters, unmodeled dynamics, delays,
etc., is one of the central issues in the control and estimation
theory [1]. For linear systems all these notions have been well-
studied through H∞ norms or L2 gains in 60s of the previous
century. For nonlinear systems there are several approaches
for robust stability analysis, and one of the most popular
frameworks is built around the input-to-state stability (ISS)
concept [2]. The advantage of this theory is that it has a list
of properties describing different stability characteristics, as
well as efficient necessary and sufficient conditions to check
these properties in applications (existence of proper Lyapunov
functions are usually verified). This framework allows one to
make qualitative and quantitative analysis of behavior of the
system trajectories with respect to the L∞ norm of the input
(or an integral of the norm).

In some cases, the analysis should be performed not with
respect to the maximal amplitude of the input, but evaluating
the bounds on trajectories as a function of the frequency of the
disturbance, or its average value on an interval of time (see the
respective extensions of the ISS framework [3], [4]). This is
often the case in vibration analysis, or when the external inputs
are (almost) periodic functions of time. In such a scenario, the
time-averaging approach was found to be very efficient [5],
and later its different extensions have been proposed [6], [7],
[8], also in conjunction with ISS [9], [10] (where the stability
property of the system is substantiated from the characteristics
of the averaged dynamics). Recent works [11], [12], which
are based on the time-delay approach, introduced the idea of
a transformation of coordinates, which allowed quantitative
estimates to be obtained on the averaging period.
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The objective of this work is to use the latter results to
propose a tool for studying ISS property of nonlinear systems
with respect to an averaged value of the input, which can
also be transformed in a frequency gain analysis (similar to
the amplitude Bode plot for linear systems or its counterpart
given for nonlinear convergent dynamics in [13]). Applying
the transformation from [11], [12], it will be shown that a
nonlinear affine in the inputs system can be transformed to
the neutral-type delayed dynamics dependent on the average
values of the inputs. The obtained theoretical findings are
illustrated on a class of homogeneous systems.

For homogeneous dynamical systems, their local and global
behaviors coincide, and for stability/instability analysis, Lya-
punov or Chetaev function of a homogeneous system can also
be chosen homogeneous [14]. In addition, if a system is homo-
geneous (considering disturbance as an auxiliary variable) and
asymptotically stable without disturbances, then it is ISS [15].
These facts make homogeneous systems suitable for analysis
and modeling of complex nonlinear compartments, disposing
many efficient and helping design procedures. The averaging
method has been already used with homogeneous systems in
[16], [17], [18], [19], where stability of a system was related
with the same property of its averaged dynamics.

The outline of this work is as follows. The preliminary
definitions and the homogeneity framework are given in Sec-
tion II. A method for analysis of robust stability with respect
to an average value of perturbations is presented in Section
III. Application of the developed theory to homogeneous
dynamical systems is considered in Section IV.

II. PRELIMINARIES

A. Notation

The real and integer numbers are denoted by R and Z,
respectively, R+ = {s ∈ R : s ≥ 0} and Z+ = R+ ∩ Z.
Euclidean norm for a vector x ∈ Rn is denoted by ∥x∥ (for a
matrix A ∈ Rn×m, ∥A∥ corresponds to the induced norm), and
the absolute value of s ∈ R by |s|. We denote by Cn

[a,b], −∞ <
a < b < +∞ the Banach space of continuous functions ϕ :
[a, b] → Rn with the uniform norm |ϕ|C = supa≤ς≤b ∥ϕ(ς)∥
(similarly for Cn

[a,b)), for x : [−T,+∞) → Rn with T > 0
we denote by xt ∈ Cn

[−T,0], t ∈ R+ its respective restriction
xt(s) = x(t + s) for s ∈ [−T, 0]. For a Lebesgue mea-
surable function of time d : [a, b) → Rm define the norm
∥d∥[a,b) = ess supt∈[a,b)∥d(t)∥, then ∥d∥∞ = ∥d∥[0,+∞) and
the space of d with ∥d∥[a,b) < +∞ (∥d∥∞ < +∞) we further
denote as Lm

[a,b] (Lm
∞).
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For a continuously differentiable function V : Rn → R+,
its directional derivative along a given vector v ∈ Rn at a
point x ∈ Rn is defined as follows:

DV (x)v =
∂V (x)

∂x
v.

A continuous function σ : R+ → R+ belongs to class K if it
is strictly increasing and σ(0) = 0; it belongs to class K∞ if it
is also unbounded. A continuous function β : R+×R+ → R+

belongs to class KL if β(·, r) ∈ K and β(r, ·) is a strictly
decreasing to zero for any fixed r>0.

A sequence of integers, 1, 2, . . . , n, is further denoted by
1, n.

B. Input-to-state stability

Consider a dynamical system:

ẋ(t) = F (x(t), u(t)), t ≥ 0, (1)

where x(t) ∈ Rn is the state and u(t) ∈ Rm is the input,
u ∈ Lm

∞; F : Rn+m → Rn is a continuous function, and
it ensures forward existence and uniqueness of solutions of
the system at least locally in time (e.g., it is locally Lipschitz
continuous out the origin), F (0, 0) = 0. For any x0 ∈ Rn and
u ∈ Lm

∞ the respective solution is denoted by x(t, x0, u) with
x(0, x0, u) = x0.

The definitions and results given in this subsection follow
[2], [20].

Definition 1. The system (1) is called practically ISS, if there
exist β ∈ KL, γ ∈ K and q ≥ 0 such that

∥x(t, x0, u)∥ ≤ max{β(∥x0∥, t), γ(∥u∥[0,t)), q}, ∀t ≥ 0

for all x0 ∈ Rn and u ∈ Lm
∞.

If q = 0 then (1) is called ISS.

The function γ from Definition 1 quantifies an asymptotic
gain of (1):

lim sup
t→+∞

∥x(t, x0, u)∥ ≤ max{γ(∥u∥[0,t)), q}

satisfying for all x0 ∈ Rn and u ∈ Lm
∞. Another property,

followed by (practical) ISS, is (practical) global stability: there
exist ϑx, ϑu ∈ K∞ such that

∥x(t, x0, u)∥ ≤ max{ϑx(∥x0∥), ϑu(∥u∥[0,t)), q}, ∀t ≥ 0

for all x0 ∈ Rn and u ∈ Lm
∞ (obviously, a possible choice is

ϑx(s) = β(s, 0) and ϑu(s) = γ(s)).
If u ≡ 0, then from ISS we recover the conventional global

asymptotic stability at the origin.

Definition 2. A continuously differentiable function V :
Rn → R+ is called practical ISS-LF for the system (1) if
there exist α1, α2 ∈ K∞, η, ϱ ∈ K and r ≥ 0 such that for all
x ∈ Rn and all u ∈ Rm:

α1(∥x∥) ≤ V (x) ≤ α2(∥x∥),
V (x) ≥ max{ϱ(∥u∥), r} =⇒ DV (x)F (x, u) ≤ −η(∥x∥).

If r = 0, then such a function V is called ISS-LF.

Theorem 1. The system (1) is (practically) ISS if and only if
it admits a (practical) ISS-LF.

C. Homogeneity

For any ri > 0, i ∈ 1, n and λ > 0, define the vector
of weights r = [r1, ..., rn] and the dilation matrix Λr(λ) =
diag{λri}ni=1; rmin = mini∈1,n ri and rmax = maxi∈1,n ri.

Definition 3. [21], [14] The function h : Rn → R is called
r-homogeneous, if for any x ∈ Rn the relation

h(Λr(λ)x) = λνh(x)

holds for some ν ∈ R and all λ > 0.
The vector field f : Rn → Rn is called r-homogeneous, if

for any x ∈ Rn the relation

f(Λr(λ)x) = λνΛr(λ)f(x)

holds for some ν ≥ −rmin and all λ > 0.
In both cases, the constant ν is called the degree of

homogeneity.

A dynamical system

ẋ(t) = f(x(t)), t ≥ 0 (2)

is called r-homogeneous of degree ν if this property is satisfied
for f in the sense of Definition 3.

For any x ∈ Rn and ϖ ≥ rmax, a homogeneous norm can
be defined as follows

∥x∥r =

(
n∑

i=1

|xi|ϖ/ri

)1/ϖ

.

For all x ∈ Rn, its Euclidean norm ∥x∥ is related with the
homogeneous one:

σr(∥x∥r) ≤ ∥x∥ ≤ σ̄r(∥x∥r) (3)

for some σr, σ̄r ∈ K∞ [14]. In the following, due to this
“equivalence”, stability analysis with respect to the norm
∥x∥ can be substituted with analysis for the norm ∥x∥r.
The homogeneous norm has an important property: it is r-
homogeneous of degree 1, that is ∥Λr(λ)x∥r = λ∥x∥r for all
x ∈ Rn and λ > 0.

Homogeneous systems possess certain robustness with re-
spect to external disturbances.

Theorem 2. [15] Let F (Λr(λ)x,Λr̃(λ)u) = λνΛr(λ)F (x, u)
for all x ∈ Rn, u ∈ Rm and all λ > 0 with the weights
r = [r1, . . . , rn] > 0, r̃ = [r̃1, . . . , r̃m] > 0 and a degree
ν ≥ −rmin. Assume that the system (1) is asymptotically stable
for u = 0, then (1) is ISS.

III. MAIN RESULT

Consider an affine in the inputs nonlinear system:

ẋ(t) = f(x(t)) + g(x(t))u(t), t ≥ 0, (4)

where x(t) ∈ Rn is the state, u(t) ∈ Rm is the input,
u ∈ Lm

∞; f : Rn → Rn and g : Rn → Rn×m are locally
Lipschitz continuous functions for all x ∈ Rn \ {0}, ensuring
forward existence and uniqueness of the system solutions at
least locally in time, f(0) = 0.
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Our goal is to derive ISS-like estimates for (4) with respect
to average or weighted average values of the input u, and for
this purpose we define the signals of interest:

δ1(t) =
1

T

∫ t

t−T

(s− t+ T )u(s)ds, δ2(t) =
1

T

∫ t

t−T

u(s)ds,

δ̃1(t) =
1

T

∫ t

t−T

(s− t+ T )∥u(s)∥ds, δ̃2(t) =
1

T

∫ t

t−T

∥u(s)∥ds,

where T > 0 is the window of averaging (a parameter for our
analysis). These quantities are well-defined for t ≥ T , while
for t ∈ [0, T ) in the sequel we will assume that u(t−T ) = 0,
then all these averaged variables are defined for all t ≥ 0.
Remark 1. Note that δ1, δ2, δ̃1 and δ̃2 are continuous functions
of time t ≥ 0, and the upper bounds of these averaged values
are related to the respective norms of u and the period T :

∥δ1(t)∥ ≤ ∥δ̃1(t)∥ ≤ T

2
∥u∥∞, ∥δ2(t)∥ ≤ ∥δ̃2(t)∥ ≤ ∥u∥∞.

A. Time-delay approach analysis
Similar to [11], [12], [22], let us define a transformation of

state variables:

x(t) =
1

T

∫ t

t−T

(s− t+ T )g(x(s))u(s)ds+ z(t), (5)

x(s) = x(0), u(s) = 0, ∀s < 0,

where z(t) ∈ Rn is a new auxiliary residual variable defined
for all t ≥ 0. Differentiating (5) we obtain:

ż(t) = f(x(t)) +
1

T

∫ t

t−T

g(x(s))u(s)ds (6)

= f(z(t) + d1(t)) + d2(t),

where

d1(t) = − 1

T

∫ t

t−T

(s− t+ T )g(x(s))u(s)ds, (7)

d2(t) =
1

T

∫ t

t−T

g(x(s))u(s)ds.

The right-hand side of (5) depends on the past values of x(t)
(i.e., x(s) for s ∈ [t − T, t)). Thus, (5) can be written as
x(t) − G(xt, ut) = z(t) for G(xt, ut) = 1

T

∫ t

t−T
(s − t +

T )g(x(s))u(s)ds, where xt ∈ Cn
[−T,0] with xt(s) = x(t + s)

and ut(s) = u(t+ s) for s ∈ [−T, 0]. It can be considered as
a difference equation with respect to x(t) with disturbances
u and z, which is ISS in z(t) and δ̃1(t) under introduced
restrictions, as it is demonstrated later. To this end note that
for any x(0) ∈ Rn and u ∈ Lm

∞ in (5), z(t) exists on maximal
time interval T = [0, t′) for some t′ > 0 and z(0) = x(0).
By continuity of the solutions x(t) of (4), z(t) is a continuous
function of time t ∈ T by construction.

The starting point for our analysis is ISS of (6) with respect
to the auxiliary inputs d1 and d2:

Assumption 1. There exists a continuously differentiable
function V : Rn → R+ such that

α1(∥z∥) ≤ V (z) ≤ α2(∥z∥),
V (z) ≥ max{σ1(∥d1∥), σ2(∥d2∥)} ⇒
DV (z) (f(z + d1) + d2) ≤ −α(∥z∥),

for all z, d1, d2 ∈ Rn, with some α1, α2, α ∈ K∞ and σ1, σ2 ∈
K.

These conditions imply that V is an ISS-LF for the system
(6) with disturbances d1, d2 ∈ Ln

∞ and, hence, due to Theorem
1 this system is ISS with respect to these perturbations.

Since in (7) there is additionally a nonlinear gain g multiply-
ing the input u, supplementary constraints have to be imposed.
Note that by continuity of g, its norm can be bounded by a
growing function of ∥x∥, hence, there exist ρ ∈ K and ρ0 ≥ 0
such that

∥g(x)∥ ≤ ρ(∥x∥) + ρ0, ∀x ∈ Rn. (8)

Assumption 2. There exist θδ, θz ∈ K∞ such that

θz(s) + (ρ(s) + ρ0)θδ(s) < s, ∀s > 0.

Assumption 3. There exist γV ∈ K, γ1, γ2 ∈ K∞ such that

ξ ≥ γV (ζ) ⇒ σi (γi(ξ)(ρ(ζ) + ρ0)) ≤ ξ, i = 1, 2, ∀ξ, ζ ∈ R+,

where σ1, σ2 ∈ K are given in Assumption 1.

In these assumptions, some functions from classes K and
K∞ are introduced, whose existence guarantees ISS of (4)
with respect to averaged signals δ̃1 and δ̃2, as it will be shown
below (assumptions 1 and 3 imply ISS of (4) with respect to
the input u if γV (s) ≥ α1(s) for all s ∈ R+).

Lemma 1. Let Assumption 2 hold and given x(0) ∈ Rn,
z ∈ Ln

∞ ∩ Cn
[0,+∞), u ∈ Lm

∞ the relation (5) be satisfied for
all t ∈ T . Then T = R+ and there exists β1 ∈ KL such that

∥x(t)∥ ≤ max{β1(∥x(0)∥, t), θ−1
z (∥z∥[0,t)), (9)

θ−1
δ (∥δ̃1∥[0,t))}

for all t ≥ 0, all x(0) ∈ Rn, z ∈ Ln
∞ ∩Cn

[0,+∞) and u ∈ Lm
∞.

Proof. Using (8) an estimate follows from (5) for all t ∈ T :

∥x(t)∥ ≤ 1

T

∫ t

t−T

(s− t+ T )∥g(x(s))u(s)∥ds+ ∥z(t)∥

≤ (ρ(|xt|C) + ρ0) δ̃1(t) + ∥z(t)∥.

Under Assumption 2, this estimate leads to the following
relation:

∥x(t)∥ ≥ max{θ−1
z (∥z(t)∥), θ−1

δ (δ̃1(t))} ⇒
∥x(t)∥ ≤ θz(|xt|C) + (ρ(|xt|C) + ρ0) θδ(|xt|C) = µ(|xt|C)

with µ ∈ K∞. The contraction property, µ(|xt|C) < |xt|C for
all |xt|C ̸= 0, is introduced in Assumption 2, and it implies
convergence of x(t) while the latter implication holds. Indeed,
assume that T = Tz ∪ Tx, where

t ∈ Tz : ∥x(t)∥ ≤ max{θ−1
z (∥z∥∞), θ−1

δ (∥δ̃1∥∞)},
t ∈ Tx : ∥x(t)∥ ≥ max{θ−1

z (∥z∥∞), θ−1
δ (∥δ̃1∥∞)},

then due to continuity of x(t) there exists a sequence
of nonempty intervals such that Tx =

⋃
j∈Z+

[tjs, t
j
e]

(all isolated points can be placed in Tz). Denote τt =
min{argmaxs∈[−T,0] ∥x(t + s)∥} (we use min{·} to avoid
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non-uniqueness of argmax operation), i.e., |xt|C = ∥x(τt)∥,
and for some j ∈ Z+ consider t ∈ [tjs, t

j
e], then

∥x(t)∥ ≤ µ(∥x(τt)∥) ≤ µ ◦ µ(|xτt |C) ≤ µ ◦ µ(∥x(ττt)∥) ≤

· · · ≤ µ

ceil
(

t−t
j
s

T

)
︷ ︸︸ ︷
◦ · · · ◦ (|xtjs |C),

where ceil (s) is the function of truncation to the smallest
integer bigger than s ∈ R. Hence, there is β1 ∈ KL such
that

∥x(t)∥ ≤ β1(|xtjs |C , t− tjs)

for all t ∈ [tjs, t
j
e] and any j ∈ Z+. Note that β1(s, 0) = s

by the construction, then for the value of |xtjs |C two options
are possible: either tjs = 0 and |xtjs |C = |x0|C = ∥x(0)∥,
or tjs > 0 and |xtjs |C = max{θ−1

z (∥z∥∞), θ−1
δ (∥δ̃1∥∞)} by

continuity. Therefore, the following estimate is satisfied for
all t ∈ T :

∥x(t)∥ ≤ max{β1(∥x(0)∥, t), θ−1
z (∥z∥∞), θ−1

δ (∥δ̃1∥∞)},

implying that T = R+, which finishes the proof.

In the framework of the trajectory based approach [23], a
similar ISS result was obtained for µ(s) = µ0s with µ0 ∈
(0, 1) and the exponential convergence, then Lemma 1 can be
seen as an extension of that method to the case of asymptotic
convergence. Now let us investigate the behavior of z(t) in (6).
Under Assumption 1, for d1 and d2 defined by (7), considering
V (z) as an ISS-LF candidate for (6), the following relation is
valid:

V (z(t)) ≥ max{σ1(∥d1(t)∥), σ2(∥d2(t)∥)} ⇒
V̇ (t) = DV (z(t)) (f(z(t) + d1(t)) + d2(t)) ≤ −α(∥z(t)∥),

Recalling (8),

∥d1(t)∥ ≤ (ρ(|xt|C) + ρ0) δ̃1(t),

∥d2(t)∥ ≤ (ρ(|xt|C) + ρ0) δ̃2(t).

In addition, under Assumption 3 the following implications
are satisfied:

V (z(t)) ≥ max{γV (|xt|C), γ−1
1 (δ̃1(t)),

γ−1
2 (δ̃2(t))} ⇒

V (z(t)) ≥ max{σ1
(
(ρ(|xt|C) + ρ0) δ̃1(t)

)
,

σ2

(
(ρ(|xt|C) + ρ0) δ̃2(t)

)
} ⇒

V (z(t)) ≥ max{σ1(∥d1(t)∥), σ2(∥d2(t)∥)},

which implies due to Definition 2 that V is an ISS-LF for (6)
with respect to the inputs |xt|C , δ̃1(t) and δ̃2(t):

V (z) ≥ max{γV (|xt|C), γ−1
1 (δ̃1), γ

−1
2 (δ̃2)} ⇒ V̇ ≤ −α(∥z∥)

for all z ∈ Rn, δ̃1, δ̃2 ∈ R+ and xt ∈ Cn
[−T,0]. Therefore,

according to Theorem 1, the following estimate is valid:

∥z(t)∥ ≤ α−1
1 ◦max{β2(∥z(0)∥, t), γV (∥x∥[0,t)), (10)

γ−1
1 (∥δ̃1∥[0,t)), γ−1

2 (∥δ̃2∥[0,t))}

for all t ≥ 0 and some β2 ∈ KL (note that again β2(s, 0) = s).

We are in position to formulate the main result.

Theorem 3. Let Assumptions 1–3 be satisfied for (4), then
there exists β3 ∈ KL such that

∥x(t)∥ ≤ max{β3(∥x(0)∥, t), θ−1
δ (∥δ̃1∥[0,t)),

θ−1
z ◦ α−1

1 ◦ γ−1
1 (∥δ̃1∥[0,t)), θ−1

z ◦ α−1
1 ◦ γ−1

2 (∥δ̃2∥[0,t))}

for all t ≥ 0, all x(0) ∈ Rn and u ∈ Lm
∞ provided that

θ−1
z ◦ α−1

1 ◦ γV (s) < s, ∀s > 0,

meaning that (4) is ISS with respect to δ̃1, δ̃2 ∈ L1
∞ that are

averages of |u|.

Proof. Since all conditions of Lemma 1 are verified, the
estimate (9) is valid for t ∈ T ⊆ R+. Above, it has been
shown that the estimate (10) is also true for all t ∈ T . Using
the standard small-gain arguments [24], [25], first, the global
stability of the feedback interconnection (5), (6) can be proven,
i.e., there exist functions ψi ∈ K∞ for i = 0, 1, 2 such that

max{∥x(t)∥, ∥z(t)∥} ≤ max{ψ0 ◦max{∥x(0)∥, ∥z(0)∥},
ψ1(∥δ̃1∥∞), ψ2(∥δ̃2∥∞)}, ∀t ≥ 0,

for all x(0), z(0) ∈ Rn and u ∈ Lm
∞, implying

also that T = R+. Under the observation that ∥z(0)∥ ≤
(ρ(∥x(0)∥) + ρ0) ∥δ̃1∥∞ + ∥x(0)∥, the latter estimate can be
rewritten as

max{∥x(t)∥, ∥z(t)∥} ≤ max{ψ̃0(∥x(0)∥),
ψ̃1(∥δ̃1∥∞), ψ2(∥δ̃2∥∞)}

for all t ≥ 0, x(0) ∈ Rn and u ∈ Lm
∞, for suitably modified

ψ̃0, ψ̃1 ∈ K∞. Second, the asymptotic gain function can be
derived (we are further interested only in the behavior of x(t)
due to its physical meaning in (4)):

lim sup
t→+∞

∥x(t)∥ ≤ max{θ−1
δ (∥δ̃1∥∞),

θ−1
z ◦ α−1

1 ◦max{γ−1
1 (∥δ̃1∥∞), γ−1

2 (∥δ̃2∥∞)}}.

If the system (4) admits both properties, global stability and
asymptotic gain, then it is ISS [26, Lemma 2.7].

Remark 2. All assumptions, 1–3, as well as the small-gain
condition in Theorem 3, are formulated globally (i.e., for all
x ∈ Rn and s > 0). Restricting validity of the introduced
inequalities it is possible to get the respective local stability
results.

In the conditions of Theorem 3, the system (4) is not
obligatory ISS in u, while the power ISS or the moving
average ISS properties from [3] are equivalent to ISS under
Assumption 1. In [4], ISS of (4) with respect to δ̃2 was
established starting from ISS property in u.

Note that rewriting (6) in the coordinates x(t),

d

dt

(
x(t)− 1

T

∫ t

t−T

(s− t+ T )g(x(s))u(s)ds

)
= f(x(t)) +

1

T

∫ t

t−T

g(x(s))u(s)ds,

we get a special neutral-type time-delay system. Then the
main result of this work can be interpreted as an extension of
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Lyapunov-Razumikhin ISS result of [27] to this neutral-type
system.

The results of Theorem 3 can be easily applied if the
function g(x) is just bounded, then ρ ∈ K from (8) admits
a restriction:

ρ(s) ≤ ρ1 < +∞, ∀s > 0,

for some ρ1 > 0, and we can take θδ(s) =
θz(s)
ρ1+ρ0

with θz(s) <
s
2 , γi(s) =

σ−1
i (s)

ρ1+ρ0
with i = 1, 2 and γV (s) < α1 ◦ θz(s). In

addition, if g is a constant function, then a more constructive
result can be derived given below.

B. A static input gain

A constant input gain, g(x) = B ∈ Rn×m, represents an
interesting practical case, where rather technical Assumptions
2, 3 and the small-gain condition can be skipped (they char-
acterize the properties of g as a function of x):

Theorem 4. Let Assumption 1 be satisfied for (4) with g(x) ≡
B, then there exists β4 ∈ KL such that

∥x(t)∥ ≤ max{β4(∥x(0)∥, t), α−1
1 ◦ σ1(∥B∥∥δ1∥[0,t)),

α−1
1 ◦ σ2(∥B∥∥δ2∥[0,t))}+ ∥B∥∥δ1∥[0,t)

for all t ≥ 0, all x(0) ∈ Rn and u ∈ Lm
∞, meaning that (4) is

ISS with respect to δ1, δ2 ∈ Lm
∞ ∩ Cm

[0,+∞) that are averages
of u.

Proof. In such a case the equations (5) and (6) take the form:

x(t) = Bδ1(t) + z(t)

and
ż(t) = f(z(t)−Bδ1(t)) +Bδ2(t),

respectively. Hence, from the first equation, which is static
here, we immediately get:

∥x(t)∥ ≤ ∥B∥∥δ1(t)∥+ ∥z(t)∥

for all t ≥ 0, while applying Assumption 1 to the dynamics
of z, its ISS property can be substantiated, i.e., there exists
β̃4 ∈ Rn such that

∥z(t)∥ ≤ α−1
1 ◦max{β̃4(∥z(0)∥, t), σ1(∥B∥∥δ1∥[0,t)),
σ2(∥B∥∥δ2∥[0,t))}, ∀t ≥ 0,

for all z(0) ∈ Rn and δ1, δ2 ∈ Lm
∞. Combining both

inequalities, due to ∥z(0)∥ = ∥x(0)∥ we obtain:

∥x(t)∥ ≤ ∥B∥∥δ1∥[0,t) + α−1
1 ◦max{β̃4(∥x(0)∥, t),

σ1(∥B∥∥δ1∥[0,t)), σ2(∥B∥∥δ2∥[0,t))}, ∀t ≥ 0,

for all x(0) ∈ Rn and δ1, δ2 ∈ Lm
∞, leading to the required

estimate.

Remark 3. Note that we may have δ2 ∈ Lm
∞ while u /∈ Lm

∞.

For a T -periodic time signal u with zero mean value (in
such a case δ2(t) = 0 for all t ≥ 0), the following corollary
is a direct consequence of Theorem 4 and Remark 1:

Corollary 1. Let Assumption 1 be satisfied for d2 = 0 and
g(x) ≡ B in (4). Then for all x(0) ∈ Rn and all T -periodic
signals u ∈ Lm

∞ with zero mean value the following holds:

lim sup
t→+∞

∥x(t)∥ ≤ α−1
1 ◦ σ1(∥B∥T

2
∥u∥∞) + ∥B∥T

2
∥u∥∞.

Remark 4. If the signal u is T -periodic with non-zero av-
erage, then practical asymptotic gain can be obtained. Local
versions of the above results follow the respective restrictions
in Assumption 1 (e.g., if V is a local ISS-LF).

Defining the frequency ω = 2π
T , this result allows us

to introduce an analogue of Bode magnitude plot for the
nonlinear system (4) with g(x) ≡ B:

H(ω) = 20 log
(
α−1
1 ◦ σ1(∥B∥π

ω
∥u∥∞) + ∥B∥π

ω
∥u∥∞

)
,

which indicates that for a constant input amplitude, increasing
the frequency improves the filtering abilities for the class
of nonlinear systems satisfying the conditions of Corollary
1. Comparing with [13] (see also [28]), where a frequency
response of convergent systems is studied, and to find the
response it is suggested either to solve a PDE or to make
simulations, in the present work an upper estimate H(ω) of
the response is obtained dependent on the functions α1 and
σ1 defining an ISS-LF of (6), which are easier to derive.

Example 1. In [13], the frequency response of

ẋ1(t) = −x1(t) + x22(t),

ẋ2(t) = −x2(t) + u(t),

was analytically derived, x(t) = [x1(t) x2(t)]
⊤ ∈ R2. To

apply Corollary 1, consider in Assumption 1 a Lyapunov
function V (x) = 1

2x
2
1 + κ

2 x
2
2 + ℓ

4x
4
2 for some κ > 0 and

ℓ > 0, then an estimate DV (x)f(x+ d1) ≤ −(1− 1.5ϵ)x21 −
κ
2 x

2
2−
(
ℓ
4 − ϵ−1

)
x42+0.5ϵ−1(2d212+|d11|)2+ κ

2 d
2
12+

ℓ
4d

4
12 for

d1 = [d11 d12]
⊤ ∈ R2 and some ϵ ∈ (0, 23 ) can be obtained,

which for ℓ > 4ϵ−1 gives

α1(s) =
min{1,κ}

2
s2,

σ1(s) = 2

(
ℓ
4 + 4

ϵ

)
s4 +max{ϵ−1, κ2 }s

2

min{1, 2− 3ϵ, 1− 4
ℓϵ}

.

An interesting feature of the obtained result is that in (4), in
order to have a well-defined asymptotic gain with respect to an
average value of the input u, according to Assumption 1, the
system should be ISS with respect to a "measurement noise"
signal d1. However, the noise sensitivity of a system usually
has other origins and mechanisms than the robustness in
the exogenous state disturbances leading to insightful results,
which is demonstrated in the next example.

Example 2. Consider a system

ẋ(t) = −k|x(t)|κsign(x(t)) + sin(ωt),

where x(t) ∈ R and k, κ > 0 are parameters. Assumption 1
is satisfied for V (x) = x2 with

α1(s) = α2(s) = s2, σ1(s) = ϵ−2
1 s2, σ2(s) = ϵ

− 2
κ

2 s
2
κ ,

α(s) = 2ϵ3s
1+κ,
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Figure 1. Plot of ak for different value of k

where ϵ1 ∈ (0, 1), ϵ2, ϵ3 > 0 and k(1 − ϵ1)
κ ≥ ϵ2 + ϵ3.

Therefore,
H(ω) = 20 log

(
(1 + ϵ−1

1 )
π

ω

)
and optimizing the value of ϵ1 we can get a lower bound
H(ω) = 20 log

(
2π
ω

)
independent in k and κ, which may

indicate that the obtained bound is qualitative representing
the worst-case estimate. To evaluate its conservativeness, we
simulate this system on the time interval [0, 500] using the
explicit Euler method with the time step h = 0.005, for
different values of ω, κ, k and calculating the map

ak(ω, κ) = log

[
max

400≤t≤500
|x(t)|

]
we obtain the results given in Fig. 1 for k = 0.01, 1, 100. These
results surprisingly demonstrate indeed a weak dependence on
κ, and also a limited sensitivity for the decay in k, while
increasing ω leads to lower values of ak confirming the
theoretical findings.

C. Integral ISS

Another interesting consequence of Corollary 1 is that if
the system (4) is integral ISS (iISS) [2], [20], then it has an
asymptotic gain with respect to η

(∫ t

0
γ(∥u(s)∥)ds

)
for some

η, γ ∈ K∞ (and not with respect to γ(∥u∥∞) as in the ISS
case), and it is easy to observe that

∫ t

0
γ(∥u(s)∥)ds for any

γ ∈ K∞ and a bounded non-zero periodic u is an unbounded
signal in t. Therefore, iISS property, formally, does not provide
a reliable conclusion about the boundedness of solutions of (4)
in such a setting. However, if the conditions of Corollary 1
are verified, it could be the case that the system is still ISS
with respect to d1 (Assumption 1 is satisfied for d2 = 0),
then the theory proposed in this work allows to guarantee the
boundedness with respect to periodic signals for iISS systems.

Example 3. For an illustration consider a scalar system

ẋ(t) = −kφ(x(t)) + sin(ωt),

where x(t) ∈ R, k > 0 is a parameter, and φ : R → R is
a bounded continuous function such that φ(s)s > 0 for all

s ∈ R \ {0}. Due to boundedness of φ this system is only
iISS with respect to an additive input. However, Assumption
1 is satisfied for d2 = 0 with V (x) = x2 and

α1(s) = α2(s) = s2, σ1(s) = ϵ−2
1 s2,

α(s) = 2ksφϵ1(s),

where ϵ1 ∈ (0, 1) is a parameter, and

φϵ1(x) =


mins∈[(1−ϵ1)x,(1+ϵ1)x] f(s) if x > 0

0 if x = 0

maxs∈[(1+ϵ1)x,(1−ϵ1)x] f(s) if x < 0

is a continuous function verifying the passivity condition
φϵ1(s)s > 0 for all s ∈ R \ {0}. Therefore, again

H(ω) = 20 log
(
(1 + ϵ−1

1 )
π

ω

)
and optimizing the value of ϵ1 we can get a lower bound
H(ω) = 20 log

(
2π
ω

)
.

IV. APPLICATION TO HOMOGENEOUS SYSTEMS

Let us consider a subclass of (4) with homogeneous func-
tions f and g, which allows us to replace Assumptions 1–3
by the following one (denote g(x) = [g1(x) . . . gm(x)], where
gi(x) is a column of g for i ∈ 1,m, then gi,j(x) is the element
of gi for j ∈ 1, n):

Assumption 4. The vector field f and functions gi,j for i ∈
1,m, j ∈ 1, n are r-homogeneous of degrees ν ≥ −rmin and
ςi > 0, respectively, and the system (4) is asymptotically stable
for u ≡ 0.

Following [21], [29], under Assumption 4, for the sys-
tem (4) there is a twice continuously differentiable and
r-homogeneous of degree µ > rmax Lyapunov function
V : Rn → R+, which implies fulfillment of the following
inequalities:

c1∥x∥µr ≤ V (x) ≤ c2∥x∥µr , DV (x)f(x) ≤ −c3∥x∥µ+ν
r ,

sup
∥x∥r=1

∥∥∥∥∂V (x)

∂x

∥∥∥∥ ≤ c4

for all x ∈ Rn and some ci > 0, i = 1, . . . , 4. Moreover,
following [15] and using (3) there exist ω1 > 0 and ω2 > 0
(dependent only on the properties of f and c3, c4) such that

∥x∥r ≥ max{ω1∥d1∥r, ω2∥d2∥r̃} ⇒

DV (x)(f(x+ d1) + d2) ≤ −c3
2
∥x∥µ+ν

r

for all x, d1, d2 ∈ Rn (see Theorem 2), r̃ = r + ν. Hence,
Assumption 1 is verified for this V with α(s) = c3

2 s
µ+ν ,

σi(s) = c2ω
µ
i s

µ for i = 1, 2, where the homogeneous norm is
used instead of the standard one (recall that these norms are
equivalent due to (3)), then |xt|C = sup−T≤ς≤0 ∥x(t + ς)∥r
in this section. As a consequence, to verify Assumptions 2–
3 we will use also the homogeneous norm, then to simplify
the computations let m = 1 and ς = ς1. From Assumption
4 we get that ∥g(x)∥ ≤ c5∥x∥ςr for all x ∈ Rn and some
c5 > 0, therefore, ρ(s) = c5σ

−ς
r (s) and ρ0 = 0 in (8). Next,
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let us repeat the steps made in the previous section in order
to replace the conditions in Assumptions 2 and 3.

An estimate follows from (5) for all t ∈ T :

∥x(t)∥ ≤ 1

T

∫ t

t−T

(s− t+ T )∥g(x(s))u(s)∥ds+ ∥z(t)∥

≤ 1

T

∫ t

t−T

(s− t+ T )∥u(s)∥∥g(x(s))∥ds+ ∥z(t)∥

≤ c5|xt|ςC δ̃1(t) + ∥z(t)∥

for x(0) ∈ Rn, z ∈ Ln
∞ and u ∈ Lm

∞. This estimate leads to
the following relation:

∥x(t)∥r ≥ max{θ−1
z (∥z(t)∥), θ−1

δ (δ̃1(t))} ⇒
∥x(t)∥ ≤ θz(|xt|C) + c5|xt|ςCθδ(|xt|C) ⇒

∥x(t)∥r ≤ σ−1
r (θz(|xt|C) + c5|xt|ςCθδ(|xt|C))

< |xt|C ,

which is valid provided that

σ−1
r (θz(s) + c5s

ςθδ(s)) < s, ∀s > 0. (11)

Repeating the same computations as before, the following
inequality is satisfied for all t ≥ 0, all x(0) ∈ Rn, z ∈ Ln

∞
and u ∈ Lm

∞:

∥x(t)∥r ≤ max{β1(∥x(0)∥r, t), θ−1
z (∥z∥∞), θ−1

δ (∥δ̃1∥∞)}

for some β1 ∈ KL. Recalling the definition of d1 and d2 in
(7), we obtain

σr(∥d1(t)∥r) ≤ c5|xt|ςC δ̃1(t),
σr̃(∥d2(t)∥r̃) ≤ c5|xt|ςC δ̃2(t).

Next, the following implications should be satisfied:

V (z(t)) ≥ max{γV (|xt|C), γ−1
1 (δ̃1(t)), γ

−1
2 (δ̃2(t))} ⇒

V (z(t)) ≥ max{c2ωµ
1 σ

−µ
r

(
c5|xt|ςC δ̃1(t)

)
,

c2ω
µ
2 σ

−µ
r̃

(
c5|xt|ςC δ̃2(t)

)
} ⇒

V (z(t)) ≥ max{c2ωµ
1 ∥d1(t)∥µr , c2ω

µ
2 ∥d2(t)∥

µ
r̃ },

leading to the property:

ξ ≥ γV (ζ) ⇒ c2ω
µ
1 σ

−µ
r (c5ζ

ςγ1(ξ)) ≤ ξ, (12)

c2ω
µ
2 σ

−µ
r̃ (c5ζ

ςγ2(ξ)) ≤ ξ, ∀ξ, ζ ∈ R+.

Therefore, according to Theorem 1, the following estimate is
valid for all t ≥ 0:

∥z(t)∥r ≤ c
−1/µ
1 max{β2(∥z(0)∥r, t), γV ( sup

s∈[0,t)

∥x(s)∥r),

γ−1
1 (∥δ̃1∥[0,t)), γ−1

2 (∥δ̃2∥[0,t))}1/µ,

for all z(0) ∈ Rn, x ∈ Ln
∞ and u ∈ Lm

∞, and a suitably defined
β2 ∈ KL. Finally, the small-gain condition of Theorem 3 takes
the form:

θ−1
z ◦ σ̄r

(
c
−1/µ
1 γ

1/µ
V (s)

)
< s, ∀s > 0. (13)

Figure 2. An illustration for Corollary 2

Recall from [30] that for rmax ≤ 1 and ϖ = 1 (this
property can be always provided by scaling the weights in
r) the following choice is possible

σ−1
r (s) = n

{
s

1
rmax s ≤ 1

s
1

rmin s > 1
, σ̄r(s) =

√
n

{
srmin s ≤ 1

srmax s > 1
.

Let us perform verification of the conditions (11)–(13) (As-
sumptions 2–3 and the small-gain condition) for s > 1. After
straightforward computations (applying Jensen’s inequality)
we get that (11) is satisfied for θz(s) = c6s

rmin and
θδ(s) = c6s

rmin−ς with some sufficiently small c6 > 0
under constraint ς < rmin; the condition (12) is valid for
γV (s) = c7s

2ςµ
rmin and γ1(s) = c8s

rmin
2µ , γ2(s) = c8s

rmin+2ν

2µ

for some c7 > 0 and c8 > 0 if ν ≥ 0, and γV (s) =

c7s
2ςµ

rmin+ν , γ1(s) = c8s
rmin
2µ , γ2(s) = c8s

rmin+ν

2µ otherwise;
finally the small-gain relation (13) can be checked for s > 1
if ς ≤ rmin

2rmax
min{rmin, rmin + ν}. Since rmax = 1 is a

possible/maximal choice, the restriction on the degree of g
is ς ≤ rmin

2 min{rmin, rmin + ν}, and the following result can
be deduced from Theorem 3:

Corollary 2. For the case m = 1, the system (4) under
Assumption 4 with ς ≤ rmin

2 min{rmin, rmin+ν} is practically
ISS with respect to the inputs δ̃1, δ̃2 ∈ L1

∞.

Example 4. Consider a system

ẋ(t) = −k|x(t)|κsign(x(t)) + |x(t)|ςsign(x(t))u(t),

where x(t) ∈ R and k, κ, ς > 0 are parameters. Assumption
4 is satisfied for r = 1 and ν = κ − 1, and according to the
established result, ς ≤ κ

2 . Obviously, if κ > ς then the system
is ISS with respect to u ∈ L1

∞ and for u(t) = A sin( 2πT t),
for some A > 0 and T > 0, this system is practically ISS
with respect to δ̃1(t) ≤ AT

2 and δ̃2(t) = 2A
π . The results

of simulation for k = 1, κ = 0.25, ς = 1/3 and A = 5
are presented in Fig. 2, where blue, red and green curves
correspond to T = 0.1, 1, 10, respectively. A kind of finite-
time convergence to the origin is observed since the term
g(x(t))u(t) acts as a stabilizer for the instants of time when
u(t) is negative.
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V. CONCLUSIONS

Using the time-delay approach, the conditions of ISS are
investigated for nonlinear affine in the input systems with
respect to an average value of the disturbances. For periodic
signals and static input gains, a kind of Bode amplitude plot is
derived for this class of nonlinear dynamics. For integral ISS
systems, the gains are obtained for periodic inputs implying
boundedness of solutions. For the case of homogeneous sys-
tems, it is shown that stability can be preserved with respect
to an average value of the input even in the case when
degree of the perturbation gain is higher than the degree of
the nominal dynamics. The results are illustrated by simple
examples. Relaxing conservatism of the imposed assumptions
can be considered as a direction for further research.
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