
HAL Id: hal-04308396
https://inria.hal.science/hal-04308396

Submitted on 27 Nov 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Estimation of the End-to-End Delay in 5G Networks
Through Gaussian Mixture Models

Diyar Fadhil, Rodolfo Oliveira

To cite this version:
Diyar Fadhil, Rodolfo Oliveira. Estimation of the End-to-End Delay in 5G Networks Through Gaus-
sian Mixture Models. 13th Doctoral Conference on Computing, Electrical and Industrial Systems
(DoCEIS), Jun 2022, Caparica, Portugal. pp.83-91, �10.1007/978-3-031-07520-9_8�. �hal-04308396�

https://inria.hal.science/hal-04308396
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


 
 
 
This document is the original author manuscript of a paper submitted to an IFIP 
conference proceedings or other IFIP publication by Springer Nature.  As such, there 
may be some differences in the official published version of the paper.  Such 
differences, if any, are usually due to reformatting during preparation for publication or 
minor corrections made by the author(s) during final proofreading of the publication 
manuscript. 
 
 
 



Estimation of the End-to-End Delay in 5G Networks 

through Gaussian Mixture Models 

Diyar Fadhil1,2, Rodolfo Oliveira1,2 
 

1 Departamento de Engenharia Electrótecnica e de Computadores, FCT,  
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Abstract. Network analytics provide a comprehensive picture of the network's 

Quality of Service (QoS), including the End-to-End (E2E) delay. In this paper, 
we characterize the E2E delay of heterogeneous networks when a single known 
probabilistic density function (PDF) is not adequate to model its distribution. To 
this end, multiple PDFs, denominated as components, are assumed in a Gaussian 
Mixture Model (GMM) to represent the distribution of the E2E delay. The 
accuracy and computation time of the GMM is evaluated for a different number 

of components. The results presented in the paper consider a dataset containing 
E2E delay traces sampled from a 5G network, showing that the GMM’s accuracy 
allows addressing the rich diversity of probabilistic patterns found in 5G 
networks and its computation time is adequate for real-time applications. 

            Keywords: End-to-End delay, Quality of Service, Gaussian Mixture 

Model. 

1   Introduction 

Network analytics was introduced to analyze network problems caused by the 

enormous increase of connected devices [1]. The Quality-of-Service (QoS) metrics are 

performance indicators of the network status. One of the most tangible QoS metrics is 
the End-to-End (E2E) delay. Due to the different requirements of each service in terms 

of throughput, reliability, and time sensitivity, it is crucial to know the E2E delay 

probabilistic features. For instance, in 5G networks, Ultra-Reliable Low Latency 

Communication (URLLC) applications demand low latency networks [2], while other 

applications such as opportunistic sensing do not have such requirements.     

    The E2E delay is defined as the time needed to transfer a packet from one endpoint 

to another, i.e., the time between the instant the transmission starts at the source node 

and the instant the packet is completely received at the destination node. From a 

network management viewpoint, it is essential to identify the network E2E delay 

profile, so that its suitability to support different delay-constrained services can be 

assessed over time. Using probabilistic models to determine the E2E delay distribution 

is also crucial to support different delay management strategies [3].  
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    In this section, we motivate the paper, its contributions, and the related work in the 

field. Section 2 introduces the scope of the paper. The proposed methodology and its 

performance evaluation are presented in Section 3 and Section 4, respectively. Finally, 

Section 5 concludes the paper. 

Research Question and Motivation. The critical challenge in characterizing the E2E 

delay is determining which mixed distributions represent the set of experimental data 

collected over time. Due to the network's heterogeneous nature, especially due to the 
difference radio access and communication technologies available in 5G networks [4], 

the characterization of the E2E delay is a complex task due to different delay patterns 

imposed by the multiple technologies set up in the network. Consequently, the E2E 

delay often does not follow a single and known probability density function (PDF) but 

a mixture of them. This motivates a modeling approach based on probabilistic mixture 

models that combine two or more distributions to increase the model’s accuracy. To 

this end, the hypothesis explored in this work is the evaluation of modeling the E2E 

through a Gaussian Mixture Model (GMM) [5]. The research questions addressed in 

this work are threefold: 

(1) What is the impact of the number of GMM components on the model’s 
accuracy error? 

(2) How to estimate the parameters of each distribution adopted in the GMM?  

(3) How much time does it take to compute the GMM model, and whether it is 

adequate for real-time applications? 

Related Work. A GMM is defined as a parametric probability density function that 

consists of a linear combination of multiple Gaussian distributions [6]. Different 

approaches to estimate the distributions’ parameters and weights values based on 

observed data include the Maximum Likelihood Estimation (MLE), Expectation-

Maximization (EM), Minimum Message Length (MML), Moment Matching (MM), 

and Penalized Maximum Likelihood Expectation-Maximization (PML-EM) [5]. The 

MLE approach maximizes the likelihood function between a known distribution and 
the observed data. The MML method is an information measure for statistical 

comparison. The MM method finds the unknown parameters by obtaining the expected 

values of the random variable's powers of population distribution model equal to the 

sample moments. MM can be employed as an alternative approach for MLE in most 

complex problems due to its simple, easy, and quick computation. The PML-EM is an 

approach to estimate the parameters in cases when the likelihood is relatively flat, 

which makes the ML estimation determination difficult. The EM is an iterative 

algorithm that maximizes the likelihood expectation between data and a mixture of 

distributions. However, EM’s convergence rate is influenced by the initialization 

random values, and it is hard to define the number of mixture model distributions and 

how they affect the accuracy of the approximation.  EM's dependency on the initialized 

values is one of the main causes of slow convergence, as mentioned in [7].  

    The GMM adopts Gaussian distributions and every local population optimum for the 

MLE problem is globally optimal. The GMM has received significant attention in the 

literature, particularly to support the estimation of QoS network parameters. The work 
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in [8] investigates how to estimate the link-delay distributions based on end-to-end 

multicast measurements and adopts an MLE-based GMM model. In [9], it is proposed 

a known conditional distribution and an unknown finite Gaussian mixture to 

approximate the weighting of the GMM components. The work in [10] proposed an 

improved EM algorithm to select the number of components of GMM and 

simultaneously estimate the weight of these components and unknown parameters. The 

work in [11] suggests a new clutter elimination method based on GMM and EM 
estimation, which attempts to estimate and perform fast clutter with a small amount of 

data. The work in [12] provides a comprehensive analysis of actual latency values 

collected among various data center locations and a GMM approximation is proposed 

to simulate and emulate the deployment of applications and services in the cloud. 

Contributions. The main contribution of this paper is the characterization of the 

influence of the number of GMM components and the number of data samples on the 

accuracy of the E2E delay model of a 5G network. By doing so, the GMM’s error and 

its computing time can be drawn as a function of the number of samples and GMM 

components, which is of high importance to assess the accuracy of the model and its 

applicability in terms of computing time to be used in practical 5G networks scenarios.  

2   Technological Innovation for Digitalization and Virtualization 

Digitalization and virtualization are being adopted in non-real-time scenarios, such as 

offline data analytics adopted in several trading platforms, but also demanding real-

time applications, such as autonomous driving. A common need in all these scenarios 

is the support of efficient communication systems and networks, capable of exchanging 

huge amounts of data in a short period of time. In critical real-time applications very 

low latency and E2E delay are required. The work reported in the paper advances the 

knowledge about the E2E delay of complex networks, by characterizing the E2E delay 

of 5G networks through mixture distributions. This knowledge is crucial to select the 

networks according to the requirements of the specific virtualization systems, being a 

piece of high importance in the implementation of virtualization systems. 

3   Methodology 

Although Gaussian distributions can model an impressive number of probabilistic 
scenarios, certain phenomena follow unknown distributions demanding more complex 

modeling approaches. The mixture models can be a possible solution for these cases. 

Given that any natural process may depend on several independent factors that form 

several subpopulations, the GMM models the subpopulations that can then be mixed to 

describe the whole distribution of the population. 

    A GMM is defined as a parametric PDF consisting of a linear combination of 

multiple Gaussian PDFs. The mixture models are usually used for multimodal or multi-

peak PDF data. Fitting the multimodal data with a single distribution is not proper and 
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accurate. The mixture models are used to combine different distributions that better 

match the data density. The Gaussian distribution is adopted in the mixture models due 

to its theoretical and computational benefits to represent massive datasets [6]. Each 

Gaussian component is used to represent the subpopulations within an overall 

population. Three primary parameters define each component of a GMM: the mean, the 

standard deviation, and a weight. The Gaussian mixture model can be represented as 

follows 

         𝑝(𝑥) = ∑

𝐾

𝑖=1

𝑤𝑖  𝒩(𝑥|𝜇𝑖𝜎𝑖),                                                      (1) 

where 𝑥 is the data measurement, 𝑤𝑖, is the mixture weight for the i-th component, 𝑖 =
1, … , 𝐾, and 𝐾 is the number of mixed Gaussian distributions, aka GMM components. 

Each component of the GMM is defined as 

𝒩(x|μi, σi) =
1

σi√2π
exp (−

(x−μi)2

2σi
2 ),                                (2) 

with mean 𝜇𝑖 and standard deviation 𝜎𝑖. The mixture weights satisfy the constraint 

                                                                         ∑

𝐾

𝑖=1

 𝑤𝑖 = 1.                                                       (3) 

Therefore, the GMM parameters vector is represented by 𝜆 as follows 

                                                   𝜆 = {𝑤𝑖 , 𝜇𝑖 , 𝜎𝑖}    𝑖 = 1, … , 𝐾.                                              (4) 

The parameters 𝜆 are estimated based on training or measurement data. The maximum 

likelihood (ML) estimation is a well-known method that aims to find the mixture model 

parameters and maximize the GMM likelihood function with given training data. We 

assume that the vector of the training data samples is represented by 𝑋 = 𝑥1, … , 𝑥𝑇 , 
where the samples 𝑥1, … , 𝑥𝑇 , are independent. Therefore, the likelihood function is 

written as 

                                                            𝑝(𝑋|𝜆) = ∏

𝑇

𝑡=1

𝑝(x𝑡|𝜆),                                                (5) 

where 𝑇 represents the number of samples. It is impracticable to maximize the non-

linear function of parameters 𝜆 that is expressed on the ML function [11]. A practical 

solution for the ML estimation of the parameters 𝜆 can be determined by a numerical 

approach such as iterative Expectation-Maximization (EM) or similar ones [9]. In EM, 

initial random values are assigned to 𝜆,  which are used to determine the subsequent 

estimation of parameters 𝜆. In the first step, the initial values of all parameters are 

determined and employed as an input of the iterative Expectation and Maximization 

algorithm to reach the convergent values of the different parameters. The initial values 

of the parameters, 𝜆0, are computed as follows 

                                               𝜇𝑖 =
𝑇 ∗ 𝑟𝑎𝑛𝑑(𝑖)

2
∑

𝑇

𝑡=1

 𝑥𝑡 ,                                                         (6) 

                                             𝜎𝑖 = (
1

𝑇
∑

𝑇

𝑡=1

(𝑥𝑡 − 𝜇𝑖)2)

1
2

,                                                        (7) 

                                                                 𝑤𝑖 =
1

𝐾
,                                                                      (8) 
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where 𝑟𝑎𝑛𝑑 (𝑖) represents a random number sampled from a uniform distribution 

between zero and one. An iterative cycle is then started until the estimated parameters 

𝜆 reach a specific convergence threshold. The EM algorithm relies on an iterative 

approach divided in two steps: 

E-step: In the Expectation step, the expectation of the likelihood function is calculated 

based on observed data 𝑋 and the current model parameters 𝜆𝑚. 

M-step: In the Maximization step, the expectation of the likelihood function is used to 

compute new model parameters 𝜆𝑚+1 that maximize the conditional distribution given 

by the parameters 𝜆𝑚  and the observed data 𝑋. The symbols 𝑚, and 𝑚 + 1 indicate 

consecutive iterations. In the E-step, 𝜆𝑚 is used to indicate the current model 

parameters. In the M-step, 𝜆𝑚 is used to determine the subsequent model parameter 

𝜆𝑚+1. Expanding the E-step and taking separate derivatives concerning the different 

parameters (M-step), we get the equations as follows 

                                                          𝑤̂𝑖 =
1

𝑇
∑

𝑇

𝑡=1

𝑃(𝑖|𝐱𝑡 , 𝜆𝑚),                                                 (9) 

                                                    𝜇̂𝑖 =
∑𝑇

𝑡=1 𝑃(𝑖|𝐱𝑡 , 𝜆𝑚)𝐱𝑡

∑𝑇
𝑡=1 𝑃(𝑖|𝐱𝑡 , 𝜆𝑚)

,                                                (10) 

                                              𝜎̂𝑖
2 =

∑𝑇
𝑡=1 𝑃(𝑖|𝐱𝑡 , 𝜆𝑚)𝑥𝑡

2

∑𝑇
𝑡=1 𝑃(𝑖|𝐱𝑡 , 𝜆𝑚)

− 𝜇̂𝑖
2,                                          (11) 

and the subsequent GMM estimation parameters vector is given by 

                                              𝜆𝑚+1 = {𝑤̂𝑖 , 𝜇̂𝑖 , 𝜎̂𝑖}    𝑖 = 1, … , 𝐾.                                         (12) 

The GMM parameters can be estimated by employing the iterative Expectation-

Maximization (EM) algorithm and Maximum a Posteriori (MAP) estimation [12]. 

Although different approaches to parametrize the GMM parameters may provide 

closed-form expressions [9], its computation complexity is severely increased by the 

number of distributions used in the mixture model. For instance, if we assume that the 

GMM consists of 𝐾 = 7 components, the MM estimation needs to calculate and solve 

21 equations of the moments to determine the estimations of the parameters. Therefore, 

the EM algorithm is a well-known approach often adopted to estimate the GMM 

parameters due to its iterative behavior and improved computational performance. 

4   Performance Evaluation 

In this section we present the simulation results and evaluate the performance of the 

method described in Section 3. In the EM algorithm a policy was adopted to avoid 

exceeding the iteration cycle when the level of convergence described by a difference 

parameter 𝐷𝑚  is lower than the convergence threshold 𝛾.  𝐷𝑚 is given by 
        𝐷𝑚 = ∑𝐾

𝑘=1 (|𝜇𝑚+1𝑘
− 𝜇𝑚𝑘

| + |𝜎𝑚+1𝑘
− 𝜎𝑚𝑘

| + |𝑤𝑚+1𝑘
− 𝑤𝑚𝑘

|).    (13) 

The maximum number of iterations was limited to 25000. The MSE is used to find out 

how the estimated PDF is close to the observed one, and is defined as follows 

                                                    𝑀𝑆𝐸 =
1

𝑇
∑

𝑇

𝑡=1

(𝑥𝑡 − 𝑥𝑡)2.                                              (14) 
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The 5Gophers dataset [13] was used as observation data. The dataset contains 

experimental data simultaneously obtained from three different 5G carriers. Two 

carriers run mmWave networks while the third one runs a mid-band network. The E2E 

delay dataset was gathered in three cities in the US with different urban environments. 

In the further analysis, we have used 2054 data records to determine the accuracy of the 

model as a function of the number of GMM components  𝐾 = 2, 3, 5, 8, 10, and 12, 

and the number of samples  𝑇= 10, 25, 50, 100, 200, 500, and 1000. The threshold 𝛾 

was set to 0.00001.  

Table I summarizes the number of iterations of the EM algorithm and the MSE 

achieved for the different number of components. The EM algorithm was computed 

using the 2054 data records. Based on the numerical results, when the number of 

components increases, the number of iterations required to reach the convergence 

threshold increases because more parameters need to be estimated. On the other hand, 

the MSE decreases with the number of components because a higher number of 

components leads to a higher number of degrees of freedom to model the data. 

 
TABLE I. Number of iterations and MSE to compute the GMM. 

Components Number of 

iterations 

MSE 

2 24 1.37E-04 

3 33 1.00E-04 

5 332 6.06E-05 

8 2076 3.79E-05 

10 2858 2.94E-05 

12 4042 2.29E-05 

The PDFs obtained with the GMM for 3 and 8 components are represented in Fig. 1. 

As can be seen in both Table I and Fig. 1, the adoption of 8 components increases the 

model’s accuracy when compared to 3 components.  

 
(a) 3 GMM component      (b) 8 GMM components   

Fig. 1. GMM approximation for different number of components. 
 

Next, we characterize the impact of the number of E2E delay samples on the GMM’s 

accuracy. The MSE values for a different number of GMM components and samples 

are summarized in Table 2. For a specific number of GMM components, the MSE 

decreases as the number of samples increases, which means that the increase of the 

number of samples leads to a lower error due to the best approximation of the likelihood 
expectation. In addition, for a fixed number of samples, the MSE decreases with the 

number of components because the GMM uses more PDFs to represent the 

experimental data. The computation time of the GMM is presented in Table 3. As a 
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general trend, the computation time increases with the number of samples for a specific 

number of components. This is due to the longer vector of data samples. In addition, 

for each number of samples the computation time increases with the number of 

components due to the increase of GMM complexity.  
 

TABLE 2. MSE as a function of the number of GMM components and samples. 

 𝑇= 10 𝑇= 25 𝑇= 50 𝑇= 100 𝑇= 200 𝑇= 500 𝑇= 1000 
𝐾= 2 3.78E-02 1.25E-02 5.91E-03 2.86E-03 1.41E-03 5.62E-04 2.80E-04 

𝐾=3 1.85E-02 9.51E-03 4.47E-03 2.14E-03 1.05E-03 4.14E-04 2.06E-04 

𝐾=5 2.83E-03 1.72E-03 1.45E-03 9.25E-04 5.21E-04 2.52E-04 1.25E-04 

𝐾=8 5.64E-04 3.80E-04 3.13E-04 2.66E-04 2.20E-04 1.25E-04 6.92E-05 

𝐾=10 1.32E-04 1.21E-04 1.07E-04 9.32E-05 8.52E-05 7.69E-05 5.15E-05 

𝐾=12 1.13E-04 9.97E-05 8.91E-05 7.09E-05 6.03E-05 4.70E-05 3.50E-05 

TABLE 3. GMM computation time [ms] varying the number of GMM components and samples. 

 𝑇=10 𝑇=25 𝑇=50 𝑇=100 𝑇=200 𝑇=500 𝑇=1000 
𝐾=2 0.68 0.78 0.87 0.91 1.18 1.84 2.53 

𝐾=3 0.70 1.23 1.60 2.09 2.94 5.09 9.96 

𝐾=5 0.75 1.42 3.47 7.68 19.98 67.1 153.4 

𝐾=8 0.77 1.46 4.85 12.04 33.28 190.9 963.3 

𝐾=10 0.83 1.49 5.42 12.65 39.87 253.9 1699.3 

𝐾=12 0.89 1.53 5.72 16.65 46.76 541.8 1772.2 

 

Fig. 2 illustrates the logarithmic plot of the MSE and computation time as a function of 

the number of components. Each curve represents a specific number of samples. As can 
be seen in the results, to obtain MSE errors below 1E-04 it is advantageous to decrease 

the number of samples (T) and increase the number of GMM components (K), as the 

computational time is more affected by the number of samples than by the number of 

GMM components. This can be observed for T=25 and K=12, where the MSE is below 

1E-04 and the computation time is 1.53 ms, which compares for instance with T=50 

and K=10 where the MSE increases (slightly above 1E-04) and the computation time 

also increases to 5.42 ms. 

 
Fig. 2. MSE and computation time (Delay in milliseconds) for different number of GMM 
components and samples. 
 

The tradeoff between the MSE and the computation time is of great importance because 

the results show that lower errors can be achieved with the cost of increased 

computation time. Selecting the best GMM configuration for each network depends on 

the network operator’s requirement, their policies, and the kind of required application. 
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However, the number of GMM components can be varied in such a way that coarser or 

more accurate E2E delay distributions can be computed. 

5   Conclusions 

This paper characterized the accuracy and the computation time of the GMM to 

approximate 5G networks' E2E delay. The results indicate that higher accuracy is 

achieved as the number of samples and the number of components increases. However, 

the computation time also increases with the number of samples and components, as 

identified by the trade-off between the model’s error and its computational time 
presented in Section 4. Future work includes the adoption of machine learning 

approaches to identify the GMM model parameters through unsupervised deep learning 

neural networks.  
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