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Joint rich and normalized automatic speech recognition (ASR), that produces transcriptions both with and without punctuation and capitalization, remains a challenge. End-to-end (E2E) ASR models offer both convenience and the ability to perform such joint transcription of speech. Training such models requires paired speech and rich text data, which is not widely available. In this paper, we compare two different approaches to train a stateless Transducer-based E2E joint rich and normalized ASR system, ready for streaming applications, with a limited amount of rich labeled data. The first approach uses a language model to generate pseudo-rich transcriptions of normalized training data. The second approach uses a single decoder conditioned on the type of the output. The first approach leads to E2E rich ASR which perform better on out-of-domain data, with up to 9% relative reduction in errors. The second approach demonstrates the feasibility of an E2E joint rich and normalized ASR system using as low as 5% rich training data with moderate (2.42% absolute) increase in errors.

Index Terms— ASR, rich transcriptions, RNN-T, limited data, streaming ready

1. INTRODUCTION

Joint rich and normalized ASR system which is (a) accurate at rich as well as normalized transcription tasks, (b) trainable with a limited amount of rich labeled data, and (c) ready for streaming applications. We introduce and compare two complementary approaches to train a stateless Transducer-based E2E joint rich and normalized ASR model. The first training approach uses an LM to generate pseudo-rich transcriptions of normalized training data. However, such LMs may not be accurate enough or available for certain domains and/or languages. We propose a second training approach to address such scenarios. This approach uses a single decoder which is conditioned on the type of the output. The rest of the paper is organized as follows. Section 2 presents the preliminaries. Section 3 presents our training approaches. Section 4 presents our experimental evaluation, followed by the conclusion in Section 5.

2. PRELIMINARIES

2.1. Stateless Transducer-based Rich ASR

An E2E rich ASR system [9] directly transcribes speech into a rich transcription. Given an acoustic feature sequence $X \in \mathbb{R}^{T \times D}$, the authors in [3] used a modified Recurrent Neural Network-Transducer (RNN-T) ASR model with stateless prediction network [5] and a fine-tuned ELECTRA-Small language model (LM) [6]. While this approach does not require rich transcription as ASR training labels, it increases the total model size and inference time. In addition, it does not exploit acoustic information to transcribe punctuation.

The second approach employs an E2E ASR model to directly generate rich transcriptions [7, 8]. However, this can lead to poorer word recognition, hence poorer normalized ASR performance. To mitigate this, the study in [9] introduced an auxiliary CTC loss for transcribing non-punctuated text at the output of an intermediate layer of the E2E model. More recently, the study in [10] proposed three autoregressive decoders that separately output spoken, written, and combined transcriptions. While both of these methods leverage normalized transcriptions to enhance the accuracy of rich transcriptions, the challenges related to lack of training data and increased model size persist.

This paper aims for an E2E joint rich and normalized ASR system which is (a) accurate at rich as well as normalized transcription tasks, (b) trainable with a limited amount of rich labeled data, and (c) ready for streaming applications. We introduce and compare two complementary approaches to train a stateless Transducer-based E2E joint rich and normalized ASR model. The first training approach uses an LM to generate pseudo-rich transcriptions of normalized training data. However, such LMs may not be accurate enough or available for certain domains and/or languages. We propose a second training approach to address such scenarios. This approach uses a single decoder which is conditioned on the type of the output. The rest of the paper is organized as follows. Section 2 presents the preliminaries. Section 3 presents our training approaches. Section 4 presents our experimental evaluation, followed by the conclusion in Section 5.
\[ L = \mathbb{R}^{L \times A} \] where \( L \) is the sequence length and \( A \) the feature dimension, the training objective is to maximize the probability

\[
P(Y^R | X) = \prod_{s=1}^{S} P(y_s^R | y_{[1:s-1]}^R, X),
\]

by generating a sequence \( Y^R \in \mathbb{R}^{S_R} \), where \( R \) stands for rich transcription, and \( S_R \) represents the rich sequence length. The loss function can be written as

\[
L^R = - \sum_{Y^R, X} \log P(Y^R | X).
\]

A stateless Transducer-based E2E ASR system, which uses an RNN-T framework [12] with a stateless prediction network [5], can be extended to the rich transcription task (see Fig. 1(a)). This brings the high accuracy and naturally streaming recognition capability of RNN-T to rich transcription.

2.2. 2-Decoder Joint Normalized-Rich ASR

Inspired by [9, 10], we have designed an ASR system with two sets of Predictors and Joiners (see Fig. 1(b)). Using the output of the same Encoder, these two Decoders generate the rich and normalized transcriptions. Their respective training objectives can be expressed as

\[
P(Y^N | X) = \prod_{s=1}^{S_N} P(y_s^N | y_{[1:s-1]}^N, X),
\]

\[
P(Y^R | X) = \prod_{s=1}^{S_R} P(y_s^R | y_{[1:s-1]}^R, X),
\]

where \( N \) stands for normalized transcription, and \( S_N, S_R \) represent the normalized, rich sequence length. Therefore, the joint loss function is defined as

\[
L_{2-decoder} = L^N + L^R = - \sum_{Y^N, X} \log P(Y^N | X) - \sum_{Y^R, X} \log P(Y^R | X).
\]

These equations are kept consistent with (1) and do not account for the stateless and/or streaming operation of the Transducer model.

3. PROPOSED METHODS

3.1. Training Rich ASR using Pseudo-rich Transcriptions

Automatically generated pseudo-rich transcriptions can be used to train rich ASR models in the absence of human-labeled rich ASR training data. The use of pseudo-rich transcriptions to train rich ASR models remains unexplored in prior works. The work in [8] proposed a semi-supervised learning method in which a rich ASR system is first trained on a small amount of human-labelled rich training data and then used to automatically generate pseudo-rich transcripts of a speech corpus. The focus of this approach is rich transcription of speech phenomena such as fillers, laughter and coughs, etc. and hence automatically transcribing the training speech corpus is necessary. In contrast, our rich transcription task requires case and punctuation prediction. Case and punctuation enhanced rich transcriptions can be directly obtained from normalized transcriptions using state-of-the-art case and punctuation restoration models [1–4]. Interestingly, this approach can be applied in scenarios where there is no rich labelled training data at all.

3.2. Conditioned Predictor ASR

A drawback of the pseudo-rich transcription driven rich ASR training approach, presented in Section 3.1, is that errors made by the case and punctuation prediction model may propagate into the rich ASR model. Moreover, such case and punctuation restoration models may not be accurate enough, or even available, for certain domains [11] and/or languages. Hence, we propose a second training approach to address such scenarios.

Our approach effectively utilizes the small amount of rich training data and the large amount of normalized training data by using a single conditioned Predictor to handle rich and normalized transcriptions. As shown in Fig. 1(c), the Predictor is conditioned on the transcription mode ID input which specifies whether we want a normalized (N) or rich (R) output. The mode ID input is inspired by the language ID information used by E2E multilingual ASR models [13, 14]. As shown in...
Fig. 1 (d), the token embeddings are concatenated with the mode embedding before feeding them to the following Predictor layers. The Conditioned Predictor ASR system can use a loss function similar to Equation (4). However, only a portion of the input samples will have a rich transcription reference and will use the corresponding loss.

4. EXPERIMENTS

4.1. Dataset and metrics

4.1.1. Dataset

We use the LibriSpeech corpus [15] to conduct our experiments. Following the standard split, our training set includes train-100, train-360 and train-500 subsets. Similarly, the validation sets consist of dev-clean and dev-other, while the test sets are test-clean and test-other. We retrieve the rich transcripts of the LibriSpeech corpus from the original Project Gutenberg texts. In order to evaluate the model’s performance on real unseen data we use the independent headset microphone (IHM) recordings of the AMI meeting corpus [16] test set along with their original rich transcription.

4.1.2. Metrics

The regular Word Error Rate (WER) metric used in ASR evaluation is insufficient to assess the performance in rich transcription tasks. Traditionally, Precision, Recall, and F1 score metrics have been used to evaluate performance of rich transcription [3, 4]. However, these prior works present separate calculation methods for absence of case and punctuation marks, respectively. Suffixes c and p stand for presence of case and punctuation marks whereas suffixes nc and np stand for absence of case and punctuation marks, respectively. Table 1 shows an example of these metrics computed on a sample reference and prediction.

\[
\text{CaseER} = \frac{E_{np-c} - E_{np-nc}}{N_c}, \\
\text{PuncER} = \frac{E_{p-nc} - E_{np-nc}}{N_p}, \\
\text{CP-WER} = \frac{E_{p-c}}{N_{p-c}}, \quad \text{WER} = \frac{E_{np-nc}}{N_{np-nc}}
\]

where \( E \) represents the total number of substitution, deletion and insertion errors, \( N \) represents the total number of words and/or punctuation marks. Suffixes \( c \) and \( p \) stand for presence of case and punctuation marks whereas suffixes \( nc \) and \( np \) stand for absence of case and punctuation marks, respectively. Table 1 shows an example of these metrics computed on a sample reference and prediction.

4.2. Model and training setup

We use 80-dimensional log Mel filterbank features as input to all ASR models. Our tokenizer is a SentencePiece model [17] with a vocabulary size of 500. All the ASR models (E2E ASR, 2-decoder ASR, Conditioned Predictor ASR) were trained using the recipe for the pruned stateless-Transducer based on the Zipformer [18] Encoder in the icefall toolkit.\(^3\) For Conditioned Predictor ASR, the Token Embedding and Mode Embedding have 500 and 12 dimensions, respectively. All the models were trained for 40 epochs.

We use the R punct [19] model to generate rich transcriptions from normalized transcriptions. This model is derived from the BERT [20] LM after fine-tuning it for English punctuation and case restoration tasks. Given lower-cased text, the model can restore upper-casing, period (“.”), exclamation (“!”), question mark (“?”), comma (“,”), semicolon (“;”), apostrophe (“‘”) and dash (“–”). The generated pseudo-rich transcriptions may differ from the expected rich transcriptions, as illustrated by some sample Librispeech sentences in Table 2.

<table>
<thead>
<tr>
<th>Rich transcriptions</th>
<th>Pseudo-rich transcriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>See I could even get in myself(^1)</td>
<td>See I could even get in myself</td>
</tr>
<tr>
<td>A man said to the universe: Sir, I exist! (^2)</td>
<td>A man said to the universe sir, I exist!</td>
</tr>
<tr>
<td>A red-haired mountain of a man, with an apparently inexhaustible store of energy.</td>
<td>A red haired mountain of a man with an apparently inexhaustible store of energy.</td>
</tr>
</tbody>
</table>

4.3. Evaluation results

4.3.1. Effectiveness of E2E models

Table 3 presents the (%) error rates for different rich ASR systems trained using the conventional and proposed approaches. The conventional cascaded system, which uses a normalized output ASR followed by a case and punctuation restoration LM, is included as a baseline. Comparison of error rates of the cascaded system and E2E models trained using rich data shows that the latter can lead to significant reductions in CP-WER. For instance, when using the 2-Decoder ASR (R + N) we obtain a relative CP-WER reduction of up to 24% (from 11.7% to 8.85%).

\[^2\]available at https://www.openslr.org/12/

\[^3\]https://github.com/k2-fsa/icefall/blob/master/egs/librispeech/ASR/pruned_transducer_stateless?
Table 3. ASR evaluation results in term of (%) Word Error Rate (WER), Case-only Error Rate (CaseER), Punctuation-only Error Rate (PuncER) and Case-Punctuation-aware WER (CP-WER). All ASR are trained on LibriSpeech train-960 set with different type of transcriptions (Trans.): normalized (N), rich (R) or pseudo-rich (R’). The 2-Decoder ASR and the Conditioned Predictor ASR use both rich (R or R’) and normalized transcriptions of the entire train-960 set.

<table>
<thead>
<tr>
<th>Type of ASR</th>
<th># Param.</th>
<th>Trans.</th>
<th>LibriSpeech test-clean</th>
<th>LibriSpeech test-other</th>
<th>AMI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>WER</td>
<td>CaseER</td>
<td>PuncER</td>
</tr>
<tr>
<td>Cascaded (ASR+LM)</td>
<td>180 M</td>
<td>N</td>
<td>2.18</td>
<td>35.60</td>
<td>44.33</td>
</tr>
<tr>
<td>Rich only</td>
<td>70 M</td>
<td>R</td>
<td>2.45</td>
<td>36.21</td>
<td>30.39</td>
</tr>
<tr>
<td>2-Decoder</td>
<td>70 M</td>
<td>R’ + N</td>
<td>2.35</td>
<td>34.12</td>
<td>44.43</td>
</tr>
<tr>
<td>Conditioned Predictor</td>
<td>70 M</td>
<td>R’ + N</td>
<td>2.25</td>
<td>41.86</td>
<td>44.60</td>
</tr>
</tbody>
</table>

When comparing the 2-Decoder ASR with the proposed Conditioned Predictor ASR on LibriSpeech test-clean when trained with different proportions of rich and normalized (R + N) training data.

<table>
<thead>
<tr>
<th>(R : N) Proportion</th>
<th>WER</th>
<th>CaseER</th>
<th>PuncER</th>
<th>CP-WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50 : 0.50</td>
<td>2.38</td>
<td>34.86</td>
<td>29.33</td>
<td>9.32</td>
</tr>
<tr>
<td>0.35 : 0.65</td>
<td>2.37</td>
<td>45.44</td>
<td>28.99</td>
<td>9.95</td>
</tr>
<tr>
<td>0.20 : 0.80</td>
<td>2.34</td>
<td>56.37</td>
<td>29.96</td>
<td>10.83</td>
</tr>
<tr>
<td>0.05 : 0.95</td>
<td>2.56</td>
<td>58.58</td>
<td>31.59</td>
<td>11.46</td>
</tr>
</tbody>
</table>

Table 4. (%) error rates of Conditioned Predictor ASR on LibriSpeech test-clean when trained with different proportions of rich and normalized (R + N) training data.

4.3.2. Rich versus pseudo-rich transcriptions for training

Comparison of different E2E ASR trained using rich transcriptions versus pseudo-rich transcriptions shows that use of pseudo-rich training transcriptions yields higher error rates in in-domain LibriSpeech test-clean and test-other sets. In contrast, the use of pseudo-rich training transcriptions yields lower error rates on the out-of-domain AMI test set. For instance, the 2-Decoder ASR exhibits a CP-WER increase of 2.82% (from 8.85% to 11.67%) and 3.12% (from 11.76% to 14.88%) absolute on LibriSpeech test-clean and test-other sets, respectively, when using pseudo-rich training transcriptions (R’ + N) instead of the rich training transcriptions (R + N). However, the same model exhibits a CP-WER reduction of 4.75% (from 50.18% to 45.43%) absolute on the AMI test set when using pseudo-rich training transcriptions.

4.3.3. Conditioned Predictor ASR with limited rich data

Unlike the 2-Decoder ASR, the Conditioned Predictor ASR can be trained with different amount of rich and normalized training data. To evaluate the effectiveness of this capability, we trained the Conditioned Predictor ASR with different proportions of rich and normalized (R + N) training data. Table 4 presents the error rates obtained on LibriSpeech test-clean set. It can be observed that the CP-WER and PuncER performances of this model increase by small margins even if the amount of rich training data is reduced drastically. Using only 5% of rich training data can still achieve a CP-WER of 11.74%, with only 2.42% absolute increase. This shows that the Predictor-Conditioned ASR can effectively utilize normalized data to enhance the generation of rich labels. Therefore, this model can serve scenarios having limited or severely limited rich training data.

5. CONCLUSION

In this paper, we introduced two approaches to train a stateless Transducer-based E2E joint rich and normalized ASR with a limited amount of rich labelled data. The first approach uses a language model to generate pseudo-rich transcriptions of normalized training data. Experimental results demonstrate that, compared to the model trained on rich data, the model trained on pseudo-rich data achieves a maximum relative reduction in CP-WER of up to 9% on out-of-domain data. The second approach uses a single conditioned Predictor. The second approach demonstrates the feasibility of an E2E joint rich and normalized ASR system using as low as 5% rich training data with moderate (2.42% absolute) increase in errors.
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