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 11 

Abstract 12 

Large-scale civil infrastructures play a vital role in society as they ensure smooth transportation and improve 13 

the quality of people’s daily life. However, they are exposed to several and continuous external dynamic 14 

actions such as wind loads, vehicular loads, and environmental changes. Interaction assessment between 15 

external actions and civil structures is become more challenging due to the rapid development of transportation. 16 

Data-driven models have lately emerged as a viable alternative to traditional model-based techniques. They 17 

provide different advantages: timely damage detection, structural behaviors prediction and suggestions for 18 

optimal maintenance strategies. The chapter aims to describe the advantages and the characteristics of data- 19 

driven techniques to predict the dynamic behavior of civil structures through Artificial Neural Network (ANN). 20 

The applicability and effectiveness of the proposed approach are supported by the results achieved processing 21 

the measurements coming from a monitoring system installed on a cable-stayed bridge (Tabarly, Nantes). 22 

Accelerations recorded by a network of sixteen mono-axial accelerometers and Nantes Airport weather data 23 

acquired with the observation platform of the METAR (MEteorological Terminal Aviation Routine Weather 24 

Report) Station Network have been used as training to predict the structural response and to statistically 25 

characterize the behavior through a Nonlinear AutoRegressive (NAR) prediction network. The performance 26 

has been evaluated through statistical analysis of the error between the measured and predicted values also 27 

related to both environmental conditions and number of the signals. The results show that the forecast network 28 

could be useful to detect the trigger of anomalies, hidden in the dynamic response of the bridge, at a low 29 

computational cost.  30 
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1 Introduction 33 

Engineering structures and infrastructures, such as bridges, gradually suffer from aging because of different 34 

loads and environmental conditions. Proper and periodic assessment operations are paramount for structural 35 

safety to prevent the effects of environmental hazards, reduce maintenance costs, and to improve the level of 36 

safety of bridges. Therefore, structural identification has become an increasingly intensive research topic for 37 

Structural Health Monitoring (SHM), damage evaluation, and safety assessment of existing engineering 38 

structures. [1-7]. A significant number of studies of SHM systems focusing on damage detection of bridges 39 

can be found in the literature [8, 9]. For instance, Dutta and Talukdar [10] proposed a modal-based approach 40 

in finite element framework for damage detection of complex structures like bridges. Magalhães et al. [8] 41 

presented a statistically-based damage detection ability through short-term vibration monitoring data sets. Liu 42 

et al. [11] evaluated the structural performance of existing bridges using a strain-based monitoring system and 43 

a condition assessment of structural components. A strain-based monitoring system was integrated into a 44 

structural performance assessment of a steel girder bridge by Orcesi and Frangopol [12], who used the 45 

monitoring data to carry out a structural reliability analysis of critical sections. A load rating of a bridge was 46 

evaluated through diagnostic load testing based on a strain-based SHM system by Phares et al. [13].  47 

Although many studies have been conducted on SHM systems to predict the behavior of engineering structures, 48 

traditional techniques are mostly based on dynamical models of the structure. The performance of conventional 49 

approaches strictly depends on the accuracy of the analytical and numerical dynamical models that are, in most 50 

cases, very challenging to derive [14, 15]. Furthermore, the development of such models and the definition of 51 

the parameters required to represent the behavior of structures may be time-consuming and computationally 52 

intensive. With the recent development in computer technology for communication, data acquisition, signal 53 

processing and analysis, an alternative solution to structural identification can be data-driven models [16]. 54 

Unlike the traditional physics-based SHM models, data-driven models exploit patterns arising from spatial and 55 

temporal correlations in measurements and offer bottom-up solutions that include damage detection, remaining 56 

life estimation and also structural control [17, 18]. In addition, data-driven techniques require a training dataset 57 

comprising measurements that represent baseline conditions of a bridge [19]. Consequently, data-driven 58 

models have recently drawn considerable attention in civil engineering community. Artificial Neural Networks 59 



(ANN) are amongst the most common machine learning techniques employed for structural system 60 

identification and model updating [20]. Barai and Pandey [21] presented an ANN based approach for damage 61 

identification in steel bridges. A model updating scheme with an adaptive neural network was proposed by 62 

Chang et al. [22] for structural health assessment methodologies and control strategies. In their work, the model 63 

updating, and network training were repeated until achieving a good agreement between the calculated and 64 

measured modal responses of the bridge. In Fang et al. [23], ANNs were employed to study the identification 65 

of structural damage in beams. A cantilever beam was divided into a given number of elements, and the damage 66 

was associated with loss of stiffness in one or more elements. Bakhary et al. [24] detected simulated damage 67 

in a numerical steel portal frame model through ANNs accounting also for uncertainties derived from the 68 

model and the measured vibration data. A methodological framework for predicting the dynamic responses of 69 

the vehicle-bridge interaction system using ANNs was illustrated by Li et al. [25]. Further, de Oliveira Dias 70 

Prudente dos Santos et al. [26] presented a Neural Network (NN) to simulate and predict the structural behavior 71 

of a bridge using the air temperature as an input to the network. Taking into account the changes of the 72 

environmental conditions (e.g., climate, traffic load, and degradation mechanisms) is paramount in the 73 

structural health monitoring process and development of fault detection methods. Yun-Lai and Wahab [27] 74 

employed an auto-associative neural network combined with transmissibility to identify damage location in a 75 

ten-floor structure. Furthermore, in their study the effect of noise on natural frequencies was evaluated. A back 76 

propagation algorithm in ANN was used to apply the change of static properties (i.e., strains and 77 

displacements) for damage detection in a cantilever beam [28]. Cascardi et al. [29] employed artificial neural 78 

networks to estimate the strength of FRP-confined concrete showing that the proposed model could provide a 79 

good agreement with measurements. A novel data-driven measurement approach to predict traffic-induced and 80 

thermal response of bridges was presented by Kromanis and Kripakaran [19]. In their work, prediction error 81 

signals are created and then interpreted with anomaly detection techniques. Wang et al. [30] developed a long 82 

short-term memory (LSTM) approach for condition assessment of bridges to provide an early warning protocol 83 

through the analysis of the time-series measured data of deflection and temperature.  84 

Among different types of recurrent neural networks, time delays neural networks (TDNN) [31, 32], layer 85 

recurrent networks [31], and Nonlinear AutoRegressive (NAR) networks [33, 34] have been widely used in 86 

time series forecasting. TDNN is a straightforward dynamic network consisting of a feed-forward network 87 



with a tapped delay line at the input layer. NAR is a dynamic recurrent network with feedback connections 88 

including different layers of the network. In [35] hybrid approaches on time series data using ARMA with 89 

TDNN or ARMA with NAR are compared and results presented showed that NAR trends to perform well in 90 

providing more precise result for multi-step ahead prediction [35].  91 

In the framing of the research field presented above, this study is concerned with investigation and 92 

implementation of ANNs for dynamic behavior prediction of bridges. A SHM system, installed in a cable-93 

stayed bridge (Tabarly, Nantes, France) is used as a case study to demonstrate and verify the method. First, 94 

accelerations recorded by sixteen sensors and the Nantes airport METAR (MEteorological Terminal Aviation 95 

Routine Weather Report) weather measurements station data are used as training to predict the structural 96 

response and to statistically characterize the behavior through a Nonlinear AutoRegressive (NAR) prediction 97 

network. Statistical analysis of the error between measured and predicted values is performed. It is shown that 98 

the proposed network could constitute a useful tool to detect the presence of anomalies in the dynamic response 99 

of a bridge at a reasonable computational cost. The chapter is organized as follows: Section 2 briefly introduces 100 

ANNs and their underlying computational methodologies. Section 3 describes the geometrical and structural 101 

features of the cable-stayed bridge used as case study. Furthermore, the characteristics of a vibration based 102 

SHM system installed on the bridge are illustrated. Section 4 discusses the results obtained by the application 103 

of the data-driven approach. Finally, conclusions and future developments are drawn.  104 

2 Artificial Neural Network (ANNs): basic principles  105 

Artificial Neural Networks (ANNs) have been developed to model complex relationships where explicit 106 

formulae are difficult to carry out [22]. ANNs are defined as nonlinear nonparametric systems consisting of 107 

three main components: architecture, learning algorithm, and activation functions. Multi-layered feed-forward 108 

neural networks are most widely used network models in structural engineering applications. A typical neural 109 

network comprises an input layer, an output layer, and one or more hidden layers of neurons (computational 110 

units) that are interconnected through weighted connections. Figure 1 schematizes the architecture of a neural 111 

network along with the layers (i.e., input and output layers) and neuron numbers [36, 37].  112 



 113 

Figure 1. Artificial Neural Network architecture (adapted from [36]) 114 

Let consider a neuron j with ni inputs, as illustrated in Figure 2. If neuron j is in the first layer, all its inputs 115 

would be connected to the inputs of the network. If connections across layers are allowed, its inputs can be 116 

connected to outputs of other neurons or to network inputs. Node y can have two indices (yj,i) as the i-th input 117 

of neuron j or it can be implemented as yj to define the output of neuron j (with one index).  118 

 119 

Figure 2. Connection of a neuron j with the rest of the network (extracted from [38]) 120 

The output node of neuron j is computed as: 121 

𝑦𝑦𝑗𝑗 = 𝑓𝑓𝑗𝑗(𝑛𝑛𝑛𝑛𝑛𝑛𝑗𝑗)          (1) 122 

where fi is the activation function of neuron j and net value netj is the sum of weighted input nodes of neuron 123 

j:  124 

𝑛𝑛𝑛𝑛𝑛𝑛𝑗𝑗 = ∑ 𝑤𝑤𝑗𝑗,𝑖𝑖𝑦𝑦𝑗𝑗,𝑖𝑖 + 𝑤𝑤𝑗𝑗,0
𝑛𝑛
𝑖𝑖=1          (2) 125 

where yj,i is the i-th input node of neuron j, weighted by wj,i , and wj,0 is the bias weight of neuron j. 126 



Activation functions are linear and non-linear components of neural networks. They are responsible for 127 

mapping between input and target values. The S-shaped sigmoidal functions such as tangent-sigmoid and 128 

logistic-sigmoid functions are widely used as activation functions as their non-linear mapping ability within 129 

the hidden layer of the network. Usually, output layer contains linear activation functions such as step and 130 

purelin functions [36]. The activation function in Neural Networks takes the input 𝑦𝑦𝑗𝑗,𝑖𝑖  multiplied by its weight 131 

𝑤𝑤𝑗𝑗,𝑖𝑖. Bias allows to shift the activation function by adding a constant to the input and it has the effect of shifting 132 

the activation function by a constant amount (𝑤𝑤𝑗𝑗,0). A complex nonlinear relationship between the output node 133 

𝑦𝑦𝑗𝑗 of a hidden neuron 𝑗𝑗 and network output 𝑜𝑜𝑚𝑚 can be defined: 134 

𝑜𝑜𝑚𝑚 = 𝐹𝐹𝑚𝑚,𝑗𝑗(𝑦𝑦𝑗𝑗)          (3) 135 

where om is the m-th output of the network. The complexity of the mentioned nonlinear function Fm,j(yj) 136 

depends on the number of neurons between neuron j and network output m. 137 

2.1 Training Algorithms  138 

The training of a network is performed to adjust the weight connections between the considered neurons. 139 

During the training process the input data is given to the network and the estimated output of the network is 140 

computed by using the current value set of weight coefficients and it is compared with the desired output. 141 

Then, the error between the estimated and desired output of the network is calculated and it is used to adjust 142 

the weight coefficients (initially set based on Nguyen-Widrow initialization method [39, 40]). In Neural 143 

Network, the learning algorithm is the component of training process which makes neural networks learn from 144 

data lags. Learning algorithms of neural networks are basically back propagation algorithms that use error 145 

functions derivatives as gradients. To evaluate the training process for all training patterns and network 146 

outputs, the Sum Square Error (SSE) is implemented as:   147 

               𝐸𝐸(𝑥𝑥,𝑤𝑤) = 1
2
∑ ∑ 𝑒𝑒𝑝𝑝,𝑚𝑚

2𝑀𝑀
𝑚𝑚=1

𝑃𝑃
𝑝𝑝=1                                (4) 148 

where p is the index of patterns ranging from 1 to P (i.e., number of patterns), m is the index of outputs ranging 149 

from 1 to M (i.e., number of outputs), x is the input vector, w is the weight vector, and ep,m is the training error 150 

at output m when applying pattern p, and it is defined as: 151 

                    𝑒𝑒𝑝𝑝,𝑚𝑚 = 𝑑𝑑𝑝𝑝,𝑚𝑚 − 𝑜𝑜𝑝𝑝,𝑚𝑚         (5) 152 



where d is the desired output vector and o is the output vector from the model.  153 

A suitable algorithm for training small- and medium-sized problem in the artificial neural-networks field is 154 

Levenberg-Marquardt backpropagation which provides a numerical solution to the problem of minimizing a 155 

nonlinear function which, in this case, is the error function E. This function uses the Jacobian for calculations, 156 

which assumes that performance is a mean or sum of squared errors. Therefore, networks trained with this 157 

function must use either the MSE (Mean Squared Error) or SSE (Sum Square Error) performance function. 158 

The Levenberg–Marquardt algorithm combines two algorithms for the training process: around the area with 159 

complex curvature, it shifts to the steepest descent algorithm; when the local curvature becomes suitable for a 160 

quadratic approximation it converts to the Gauss–Newton algorithm, which can significantly accelerate 161 

convergence [38, 41].  162 

The prediction performance of a network strictly depends on the network parameters, training process, and 163 

quality of the training data set. Generally, extensive parametric studies performed on different networks are 164 

necessary to get the best performance. Further details on ANNs as well as their implementation steps are 165 

provided in [42-47].  166 

2.2 Neural network time-series prediction 167 

Dynamic neural networks are generally employed to forecast future values of a time series y(t) only from past 168 

values of the actual time series. Time series prediction using neural network approach is non-parametric, 169 

therefore it is not necessary to know any information about the process that generates the signal [33, 48, 49]. 170 

This form of prediction is known as Nonlinear AutoRegressive (NAR) model. The NAR network is a feed 171 

forward neural network with three layers, namely input, hidden, and output layers. The NAR neural network 172 

is trained in a series-parallel configuration. In the training phase, the true output is provided, and it is used as 173 

the input to the network. In the testing phase, the computer output is fed back to the network to estimate the 174 

next value of the output in a parallel configuration.  175 

The NAR network consists of feedback connections, layers, and it is determined by the following equation: 176 

             𝑦𝑦�(𝑡𝑡) = 𝑓𝑓(𝑦𝑦(𝑡𝑡 − 1) + 𝑦𝑦(𝑡𝑡 − 2) + ⋯+ 𝑦𝑦(𝑡𝑡 − 𝑑𝑑))       (6) 177 



where f is a nonlinear function, where the future values depend only on regressed d earlier values of the output 178 

signal. Since the network performs only a one-step ahead prediction after the training in the NAR network, it 179 

is necessary to use the closed loop network to perform a multi-step ahead prediction. Subsequent time steps 180 

can be predicted in a sequence through closed loop forecasting by using the previous predictions as input. 181 

3 Monitoring system of a cable-stayed bridge 182 

The Éric Tabarly bridge in Nantes (France) is a 210m long cable-stated road bridge crossing the Loire River. 183 

It is composed of a 27m wide steel deck divided into two spans by a 57m high steel pylon, being the main span 184 

143m long (Figure 3).  185 

 186 

Figure 3. Photo (a) and BIM model (b) of the Tabarly bridge in Nantes 187 

In 2016 the instrumentation has been installed for monitoring the vibrational behavior of the bridge. That is, 188 

16 single-axis accelerometers have been installed onto the bridge with 2 different acquisition zones: 8 189 

accelerometers in the deck and 8 accelerometers in the pylon. Data are acquired through a PEGASE generation 190 

2 acquisition card marketed by A3IP company under IFSTTAR (now University Gustave Eiffel) license for 191 

each of the two zones. Each acquisition card exports voltage measurements at a sampling frequency of 100 192 

Hz. Silicon Designs 2210 accelerometers, which can collect acceleration from -10G to 10G and usable with a 193 

700 Hz acquisition frequency, were used. Figure 4 depicts the locations of the accelerometers (red dots) and 194 

details of the deck and pylon. In the deck, each slot contains two single-axis accelerometers, with one along 195 

Y-direction (vertical) and one along Z-direction (horizontal-transversal). Two accelerometers along Y-196 

direction are placed in X3 (see Figure 4a). In the pylon (see Figure 4b), three of the eight accelerometers follow 197 

(a) (b)



the Z-direction, while the others are along the X-direction. The directions of the different accelerometers along 198 

with the sensitivities of the sensors are listed in Table 1 and Table 2.  199 

 200 

Figure 4. Layout of the accelerometric sensors placement for deck (a) and pylon (b) 201 

Table 1. Direction and sensitivities of the deck accelerometers 202 

Deck 
Location Channel Serial Number Direction Sensitivity (mV/g) 

X1 
1 26188    𝑌𝑌�⃗    2009 

2 26192   𝑍𝑍   2009 

X2 3 26187 −𝑌𝑌�⃗    2013 
4 26193   𝑍𝑍   2012 

X3 5 26182 −𝑌𝑌�⃗ (west) 2004 
6 26184 −𝑌𝑌�⃗ (east) 2012 

X4 7 26197 −𝑌𝑌�⃗    2010 
8 26190   𝑍𝑍   2012 

 203 

Table 2. Direction and sensitivities of the pylon accelerometers 204 

Pylon 
Location Channel Serial Number Direction Sensitivity (mV/g) 

Y1 
1 26183 −𝑋⃗𝑋   2013 
2 26189 −𝑍𝑍   2008 

Y2 
3 23435 −𝑋⃗𝑋   2000 
4 26194   𝑍𝑍   2013 
5 26191 −𝑋⃗𝑋   2010 

Y3 
6 26185 −𝑋⃗𝑋   2008 
7 26186   𝑍𝑍���⃗    2008 
8 26195 𝑋𝑋��⃗  2009 

 205 



A global schematic view of the monitoring system and its connection to a cloud database solution is presented 206 

in Figure 4. As shown, the fully system is connected to a cloud database through a 3G/UMTS modem. Due to 207 

few bandwidth limitations induced by some communication components of the first monitoring system 208 

solution, only data issued from accelerometers were feeding the database. All accelerometers were integrated 209 

in a designed cube accessory connected to the structure.  210 

4 Application of the NAR algorithm to the monitored data  211 

In this study, a NAR network model is employed to predict the dynamic response of a cable-stayed bridge 212 

induced by ambient vibration through the measurements recorded by the SHM system previously described. 213 

The data-driven processing has been carried out through the Neural Network Time Series, that is a specific 214 

tool implemented in MATLAB. The accelerations elaborated by the algorithm were recorded on July 17, 2017, 215 

at 11:00 a.m. The registration has a total length of almost ten minutes, and it is composed of 59991 samples 216 

since the rate was 100 Hz. A first simulation has been performed by selecting different parameters: the training 217 

function “trainlm” that updates weight and bias values according to Levenberg-Marquardt optimization 218 

(among the fastest ones), and the network parameters (number of hidden layers and time delay) [38, 41]. 219 

Furthermore, the neural network modeling approach requires the determination of the percentages proportion 220 

of the data which are divided into a training dataset, validation dataset, and a test dataset. More specifically, 221 

the properties of the neural network are the following: (a) a Levenberg-Marquardt backpropagation algorithm, 222 

(b) the hidden layers were equal to 10, (c) the selected number of delays was equivalent to 10, (d) the network 223 

training set ratio was equal to 70%, the validation set was equal to 15%, and the network test ratio was 224 

equivalent to 15%. The neural network’s performance results are presented in Figure 5 in terms of real (black 225 

line) and simulated (red line) acceleration time series related to location X2 (Deck) and channel 3 (Y-226 

direction). Results show that the simulated time series is slightly higher than the real time series, resulting in 227 

a good match between them. Furthermore, a comparison between frequencies has been performed in the 228 

training dataset (the first 70% of the recorded samples) and test dataset (the last 15%) (see Figure 5b and 229 

Figure 5c). From the figures we observe a good agreement of the frequencies and higher amplitudes between 230 

the experimental and the simulated results by the network (red line). Figure 6 depicts different zoom (ranging 231 



1 second) of the analyzed results. The ranges have been selected in areas with relatively high and small 232 

amplitudes. Results show a better agreement for the higher amplitudes (see Figure 6a, and Figure 6c).  233 

 234 

Figure 5. Time (a) and frequency (b, c) comparison between recorded and simulated acceleration trained by NAR algorithm. Training 235 
(70%), validation (15%), test (15%). Hidden layers:10 and time delay:10 236 

 237 

Figure 6. Zoom of the comparison reported in Figure 5: range of relatively high (a, c) and low (b, d) amplitudes.  238 

A parametric analysis has been conducted by changing the hidden layers and time delay network parameters. 239 

Specifically, the hidden layers have been set to 10 and 20, while for the time delay, six different values have 240 
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been chosen (i.e., 10, 20, 50, 100, 1000, and 2000).  Results, listed in Table 3 and Table 4, have been compared 241 

in terms of Standard Deviation (Std), Root-Mean-Squared-Error (RMSE), and Coefficient of Determination 242 

(R-squared, R2). From the results, it can be claimed that Std show a low variability when hidden layers and 243 

time delays are equal to 10 and to 1000 and 2000, respectively. RMSE and R2 are substantially the same in all 244 

cases. However, it is right to highlight that while the simulations for the time delays 10, 20, 50 and 100 the 245 

computation time is up to few minutes, for time delays 1000 and 2000 the computation time is over ten hours. 246 

Table 3. Performance of the ANN algorithm: hidden layers 10. 247 

Time delay 
[sample] 

StD real 
[g] 

StD simulated 
[g] 

StD Difference 
(%) RMSE R2 

10 0.00092 0.00081 13.58 0.00060 0.57 
20 0.00092 0.00084 9.52 0.00061 0.56 
50 0.00092 0.00083 10.84 0.00060 0.57 

100 0.00092 0.00086 6.98 0.00059 0.59 
1000 0.00092 0.00087 5.75 0.00060 0.58 
2000 0.00092 0.00087 5.75 0.00061 0.56 

 248 

Table 4. Performance of the ANN algorithm: hidden layers 20. 249 

Time delay 
[sample] 

StD real 
[g] 

StD simulated 
[g] 

StD Difference 
(%) RMSE R2 

10 0.00092 0.00083 10.84 0.00061 0.56 
20 0.00092 0.00083 10.84 0.00061 0.56 
50 0.00092 0.00084 9.52 0.00060 0.57 

100 0.00092 0.00086 6.98 0.00059 0.59 
1000 0.00092 0.00084 9.52 0.00059 0.60 
2000 0.00092 0.00086 6.98 0.00060 0.58 

 250 

Conclusions 251 

Recently, artificial neural networks have been implemented in time series forecasting applications due to their 252 

nonlinear modeling capability. In this context, the chapter aims at evaluating the performance of an ANN in 253 

the prediction of the dynamic response of a cable-stayed bridge induced by ambient vibration. The proposed 254 

network was formulated to be capable of efficiently predicting relevant dynamic responses associated with the 255 

bridge. Accelerations recorded by a SHM system installed in the Tabarly bridge (Nantes, France) has been 256 

used as case study. Such measurements have been processed by a script generated by the Neural Time Series 257 

tool included in the toolbox of MATLAB. The Levenberg-Marquardt solution algorithm was preferred as it is 258 



found to attain faster convergence without compromising the quality of the final network. After the training of 259 

NAR, MATLAB software can predict future value of one-time step ahead. The results, even if not completely 260 

satisfactory (for example the maximum value achieved of R2 is equal to 0.60), are promising and with margins 261 

of improvement. Indeed, they could be useful as an adjunct tool to detect the trigger of possible anomalies 262 

related to the structural health.  263 

Future attempts, including different variables to address missing parameters, such as temperature, that explain 264 

the predicted error, would likely attain a higher degree of accuracy. Finally, Deep Learning models for time 265 

series forecasting could be applied to improve the results. 266 
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