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# Design of Controls for Boundedness of Trajectories of Multistable State Periodic Systems 

Jesus Mendoza-Avila, Denis Efimov, Ángel Mercado-Uribe, and Johannes Schiffer


#### Abstract

In this paper, the concept of control Leonov functions is introduced, and it is shown that their information is enough to design continuous and periodic controllers that provide boundedness of the state for a class of multistable stateperiodic systems. These feedback control laws are based on a mild adaptation of Sontag's universal formula, and a kind of small control property. The proposed method is illustrated via application in a microgrid.


## I. Introduction

The control Lyapunov function framework has been found very useful for analysis of stabilizability and stabilization of nonlinear dynamical systems with a unique equilibrium at the origin [1]-[3]. Merely, in many cases the existence of a control Lyapunov function is a necessary and sufficient condition to conclude stabilizability of the system under study. Then, explicit expressions of control feedback laws are determined by using the so-called universal Sontag's formula [2]. These approaches have been extended for systems with exogenous inputs by means of the concepts of ISS- and integral ISS-control Lyapunov functions [4].

Many engineering applications concern systems with multiple equilibria or invariant sets, e.g., power or biological systems. However, the study of stability and boundedness of solutions for multistable systems requires significant modifications and relaxations of the employed Lyapunov stability notions, see for example [5]-[11]. In this context, extensions of the control Lyapunov function framework for multistable systems have been presented in [12], [13].

In this note, we are interested in a special class of such multistable systems being periodic with respect to a part of the state. Some examples of such a class of systems include the forced nonlinear pendulum [14], [15], power systems [16], [17], microgrids [18], [19], and phase-locked loops [20]. Recently, a fitting tool for the analysis of boundedness of solutions for multistable state-periodic systems has been proposed in [21], [22] through the concept of Leonov functions. These Leonov functions are useful to establish

[^0]attractiveness of certain sets of the state space, and boundedness of solutions is concluded by exploiting the periodicity of the system's dynamics [21]-[23]. These results are based on the ideas of [24] (see also [7], [25], [26]), who have proposed the so-called cell structure approach. Moreover, the concepts of ISS-Leonov functions and iISS-Leonov functions have been presented in [27] and [28], respectively, as relaxed characterizations of the corresponding properties.

An extension of the Leonov function framework for ISS and iISS stabilization of multistable state-periodic systems has been presented in [29] through the concepts of ISSand iISS-control Leonov functions. Unfortunately, the latter do not imply also boundedness of periodic variables by its definition [8], [9]. Therefore, in this paper we further develop the results of [29] in order to design continuous and periodic feedback laws providing the boundedness of all states for multistable state-periodic systems. To this end, we introduce the concept of control Leonov function (CLeF). The main advantage of the CLeF's approach is that the designed controllers are capable to ensure global boundedness of the trajectories of the controlled plant, while the most of the reported methods provide just local results, see for example [16], [19]. This is illustrated by applying the proposed method for the design of a controller for global boundedness of solutions in a small microgrid.

The remainder of the paper is structured as follows. Section II presents the considered class of systems and some useful definitions. Section III contains our main results. Then, Section IV presents its application in a small microgrid. Finally, the conclusions are given in Section V.

## II. Preliminaries

## A. Notation

$\mathbb{Z}$ and $\mathbb{R}$ stand for the sets of integer and real numbers, respectively. Moreover, $\mathbb{R}_{+}$represents the set of non-negative real numbers, i.e., $\mathbb{R}_{+}=\{x \in \mathbb{R}: x \geq 0\}$. Similarly, $\mathbb{Z}_{+}=$ $\{x \in \mathbb{Z}: x \geq 0\}$

A function $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$belongs to the class $\mathcal{K}$ if it is continuous, strictly increasing and $\alpha(0)=0$. The function $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$belongs to the class $\mathcal{K}_{\infty}$ if $\alpha \in \mathcal{K}$ and it is unbounded. A continuous function $\beta: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ belongs to the class $\mathcal{K} \mathcal{L}$ if, for each fixed $t \in \mathbb{R}_{+}, \beta(\cdot, t) \in$ $\mathcal{K}_{\infty}$ and, for each fixed $s \in \mathbb{R}_{+}, \beta(s, \cdot)$ is non-increasing and it tends to zero for $t \rightarrow \infty$.
The distance from a point $x \in \mathbb{R}^{n}$ to the set $S \subset \mathbb{R}^{n}$ is defined as $|x|_{S}=\inf _{a \in S}|x-a|$, where $|x|=|x|_{\{0\}}$ for $x \in \mathbb{R}^{n}$ is the usual Euclidean norm for a vector $x \in \mathbb{R}^{n}$. Furthermore, we introduce the vector norm $|x|_{\infty}=$
$\max _{1 \leq i \leq n}\left|x_{i}\right|$. Then, $|x|_{\infty} \leq|x| \leq \sqrt{n}|x|_{\infty}$. Besides, for a signal $d: \mathbb{R} \rightarrow \mathbb{R}^{m}$ the essential supremum norm is defined as $\|d\|_{\infty}=\operatorname{ess} \sup _{t \geq 0}|d(t)|$, and the set of such inputs with a finite norm is denoted by $\mathcal{L}_{\infty}^{m}$.

## B. Multistable state periodic system

Consider the system

$$
\begin{equation*}
\dot{x}=f(x) \tag{1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$ is the state, and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a map of class $\mathcal{C}^{1}$ (continuously differentiable with respect to its arguments), satisfying $f(0)=0$. For any $x \in \mathbb{R}^{n}$, we denote by $X(t, x)$ the uniquely defined solution of (1) at time $t$ fulfilling $X(0, x)=x$.

A set $S \subset \mathbb{R}^{n}$ is invariant for (1) if $X(t, x) \in S$ for all $t \in \mathbb{R}$ and for all $x \in S$; for $x \in \mathbb{R}^{n}$ the point $y \in \mathbb{R}^{n}$ belongs to its $\omega$-limit ( $\alpha$-limit) set if there is a sequence $t_{i}, \lim _{i \rightarrow+\infty} t_{i}=+\infty$, such that $\lim _{i \rightarrow+\infty} x\left(t_{i}, x\right)=y$ $\left(\lim _{i \rightarrow+\infty} x\left(-t_{i}, x\right)=y\right)$; for any $x \in \mathbb{R}^{n}$ its $\alpha-$ and $\omega$-limit sets are invariant [30].

Now, we say that the system (1) is periodic in a part of the state [7], [26] if it satisfies the following assumption.

Assumption 1: Let $x=(z, \theta) \in \mathbb{R}^{n}$, where $z \in \mathbb{R}^{k}$ and $\theta \in \mathbb{R}^{q}$ are two subsets of the state vector, $n=k+q, k>0$ and $q>0$. The vector field $f$ in (1) is $2 \pi$-periodic with respect to $\theta$, i.e., for all $x=(z, \theta) \in \mathbb{R}^{n}$

$$
f(x)=f\left(x+\xi_{j}\right), \quad \xi_{j}=\left[0_{k}^{\top} 2 \pi j^{\top}\right]^{\top} \in \mathbb{R}^{n}
$$

where $0_{k}$ is a zero vector of dimension $k$ and $j \in \mathbb{Z}^{q}$.
In other words, we suppose that the system (1) can be embedded in a manifold $M=\mathbb{R}^{k} \times \mathbb{S}^{q}$, where $\mathbb{S}$ is the unit sphere, by a simple projection of the variables $\theta$ on $\mathbb{S}^{q}$.

## C. Boundedness of solutions of periodic systems

The so-called cell structure approach was introduced in [7], [24], [26] to establish boundedness of solutions for periodic systems, satisfying Assumption 1 for $q=1$. This approach can be seen as a fine handling of attractiveness and periodicity, which leads to boundedness of trajectories. That is, the admissible behavior of the trajectories is bounded by a cell covering of the domains of the periodic variables, which is formed by isolated, periodically distributed, attractive, and forward invariant sets.

More precisely, for the system (1), with $q=1$, the works in [7], [26] show that the existence of a sign-indefinite function $V_{0}(x)$, whose time derivative satisfies $\dot{V}_{0}(x) \leq-\varrho V_{0}(x)$ for all $t \geq 0$, where $\varrho>0$, implies attractiveness and forward invariance of the set $\Omega_{0}=\left\{x \in \mathbb{R}^{n}: V_{0}(x) \leq 0\right\}$, i.e., $X\left(t, x_{0}\right) \in \Omega_{0}$ for all $t \in[0,+\infty]$ provided that $x_{0} \in \Omega_{0}$. Then, by exploiting the periodicity of the system (1), the functions $V_{j}(x)=V_{j}((z, \theta))=V_{0}((z, \theta+2 \pi j))$ are defined for all $j \in \mathbb{Z}$, such that, the sets $\Omega_{j}=\left\{x \in \mathbb{R}^{n}: V_{j}(x) \leq 0\right\}$ are also attractive and forward invariant for (1). Finally, it is concluded that the intersections of the sets $\Omega_{j}$ form a kind of cell cover of the domain of the variable $\theta$, where each cell is bounded, isolated and forward invariant.

In [22], a generalization of the cell structure approach is developed for systems whose dynamics are periodic with respect to multiple state variables, i.e., for the case when the system (1) satisfies Assumption 1 for $q>1$. To this end, [22] introduced the notion of Leonov functions. This concept has been further developed in [23].

Following [23], consider the sets: $\mathcal{U}=\cup_{r \in \mathbb{Z}_{+}} \mathcal{U}_{r}$, where $\mathcal{U}_{r}=\left\{x=(z, \theta) \in \mathbb{R}^{n}:|\theta|_{\infty}=2 r \pi, f(x) \equiv 0\right\}$, and $\mathcal{W} \subset \mathbb{R}^{n}$, such that for some $\underline{c} \in(0,2 \pi)$ and $\bar{c} \in(\pi, 2 \pi)$, with $\underline{c}<\bar{c}$, we have $\left\{x \in \mathbb{R}^{n}: \underline{c} \leq|\theta|_{\infty} \leq \bar{c}\right\} \subseteq \mathcal{W}$.

Note that the set $\mathcal{U}$ includes all equilibria of (1) obtained by shifting the one at the origin by using the property that $f$ is $2 \pi$-periodic in $\theta$. However, in general, the system (1) may possess other equilibria. Hence, let us define the equilibrium set of (1) as $\mathcal{D}=\left\{x \in \mathbb{R}^{n}: f(x) \equiv 0\right\}$. Clearly, $\mathcal{U} \subseteq \mathcal{D}$. On the other hand, the set $\mathcal{W}$ represents a barrier in $\mathbb{R}^{n}$ between the origin and the rest of the elements in $\mathcal{U}$.

Definition 1: [23]. A $\mathcal{C}^{1}$ function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a strong Leonov function for (1) if there exist a constant $g \geq$ 0 , functions $\alpha \in \mathcal{K}_{\infty}, \psi \in \mathcal{K}$ and a continuous function $\lambda: \mathbb{R} \rightarrow \mathbb{R}$ satisfying $\lambda(0)=0$, and $\lambda(s) s>0$ for all $s \neq 0$, such that

$$
\begin{gather*}
\alpha(|z|)-\psi(|\theta|)-g \leq V(x) \quad \forall x=(z, \theta) \in \mathbb{R}^{n} \\
\inf _{x \in \mathcal{W}} V(x)>0, \quad \sup _{x \in \mathcal{U}} V(x) \leq 0 \tag{2}
\end{gather*}
$$

and the following dissipation inequality holds:

$$
\begin{equation*}
\frac{\partial V(x)}{\partial x} f(x) \leq-\lambda(V(x)) \quad \forall x \in\left\{x \in \mathbb{R}^{n}: V(x) \geq 0\right\} \tag{3}
\end{equation*}
$$

Theorem 1: [23]. If for the system (1) under Assumption 1, there exists a strong Leonov function as in Definition 1, then for all $x_{0} \in \mathbb{R}^{n}$, the corresponding trajectories $X\left(t, x_{0}\right)$ are bounded for all $t \geq 0$.
By exploiting the periodicity of the system (1), the proof of Theorem 1 in [23] consists of two steps: first, it is shown that the sets $\Omega_{j}=\left\{x \in \mathbb{R}^{n}: V_{j}(x) \leq 0\right\}$, where $j=\left[j_{1}, \ldots, j_{q}\right] \in \mathbb{Z}^{q}$ and $V_{j}(x)=V\left(x-\xi_{j}\right)$, are globally attractive and forward invariant for (1). Note that $\mathcal{U} \in \Omega_{j}$ for any $j$. Then, it is proven that the intersection of the sets $\Omega_{j}$ is composed by compact and isolated "cells". For this, the condition $\inf _{x \in \mathcal{W}} V(x)>0$, plays a crucial role. So, for any $x_{0} \in \mathbb{R}^{n}$, the solution $X\left(t, x_{0}\right)$ asymptotically enters and remains in one of those cells. Thus, for any $x_{0} \in \mathbb{R}^{n}$, the corresponding solution $X\left(t, x_{0}\right)$ is bounded for all $t \geq 0$.

Corollary 1: [23]. If for the system (1), under Assumption 1, there exists a Leonov function as in Definition 1 with

$$
V(0) \leq 0, \quad \inf _{x \in \mathcal{U} \backslash \mathcal{U}_{0}} V(x) \leq 0, \quad \inf _{x \in \mathcal{W}} V(x)>0
$$

and with the following dissipation inequality

$$
\frac{\partial V(x)}{\partial x} f(x)<0 \quad \forall x \in \mathbb{R}^{n} \backslash\left\{\mathcal{D} \cup\left\{x \in \mathbb{R}^{n}: V(x) \leq 0\right\}\right\}
$$

then for all $x_{0} \in \mathbb{R}^{n}$ the corresponding trajectories $X\left(t, x_{0}\right)$ are bounded for all $t \geq 0$.

## III. Main results

Consider a system of the form

$$
\begin{equation*}
\dot{\theta}=f_{1}(x), \quad \dot{z}=f_{2}(x)+g(x) u \tag{4}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$ is the state vector, $x=(z, \theta) \in \mathbb{R}^{n}$ with $z \in \mathbb{R}^{k}$ and $\theta \in \mathbb{R}^{q}, n=k+q$ for $k, q>0$, and $u \in \mathcal{L}_{\infty}^{p}$ is an admissible control input. Moreover, $f_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{q}$, $f_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k \times p}$ are supposed to be locally Lipschitz continuous vector functions, with $f_{1}(0)=0$ and $f_{2}(0)=0$.

Assumption 2: The vector fields $f_{1}, f_{2}$ and $g$ in (4) are $2 \pi$-periodic with respect to $\theta$.

Now, the problem is to determine conditions that ensure the existence of a continuous and periodic feedback $u(x)$, such that the trajectories $X\left(t, x_{0}\right)$ of the system (4) are bounded for all $t \geq 0$. Let us define the sets $\mathcal{D}, \mathcal{U}$ and $\mathcal{W}$ for the system (4), with $u \equiv 0$, as in Subsection II-C by taking $f(x)=\left[f_{1}^{\top}(x), f_{2}^{\top}(x)\right]^{\top}$. Then, we present the following definition of CLeF's.

Definition 2: A $\mathcal{C}^{1}$ function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be a CLeF for the system (4) if there exist functions $\varphi, \vartheta, \sigma_{1}, \sigma_{2} \in$ $\mathcal{K}_{\infty}$, scalars $g_{1}, g_{2} \geq 0$, and a continuous function $\varpi: \mathbb{R} \rightarrow$ $\mathbb{R}$ satisfying $\varpi(0)=0$, and $\varpi(s) s>0$ for all $s>0$, such that for all $x=(z, \theta) \in \mathbb{R}^{n}$ :

$$
\begin{gather*}
\varphi(|z|)-\sigma_{1}(|\theta|)-g_{1} \leq V(x) \leq \vartheta(|x| \mathcal{U})-\sigma_{2}(|\theta|)+g_{2} \\
\inf _{x \in \mathcal{W}} V(x)>0, \quad \sup _{x \in \mathcal{U}} V(x) \leq 0 \tag{5}
\end{gather*}
$$

and for all $x \in \mathbb{R}^{n} \backslash \Omega$ with $\Omega=\left\{x \in \mathbb{R}^{n}: V(x)<0\right\}$ :

$$
\begin{equation*}
\inf _{u \in \mathbb{R}^{p}}\{a(x)+b(x) u\} \leq-\varpi(V(x)) \tag{6}
\end{equation*}
$$

where $a(x)=\frac{\partial V(x)}{\partial \theta} f_{1}(x)+\frac{\partial V(x)}{\partial z} f_{2}(x)$ and $b(x)=$ $\frac{\partial V(x)}{\partial z} g(x)$, with a function $b(x)$ being $2 \pi$-periodic in $\theta$, and satisfying $b(0) \equiv 0$.

Note that the restriction (5) for CLeF's is stronger than the condition (2) for Leonov functions. However, this stronger restriction is needed for the design of a controller $u$ periodic with respect to $\theta$. Hence, we can see from (6) that, under a proper design of the control input $u$, a CLeF is indeed a Leonov function for the controlled system.

In general, CLeFs are non-periodic, hence the partial derivative of $V$ with respect to $\theta$ may contain non-periodic terms of $\theta$, which appears in the function $a(x)$. From (5), we have $\sigma_{2}(|\theta|) \leq \vartheta\left(|x|_{\mathcal{U}}\right)+g_{2}$ for all $x \in \mathbb{R}^{n} \backslash \Omega$, then we can define a function

$$
\begin{equation*}
\phi\left(|x|_{\mathcal{U}}, z\right)=\sup _{\sigma_{2}(|\theta|) \leq \vartheta(|x| \mathcal{U})+g_{2}}\left\{a(x)+\frac{1}{2} \varpi(V(x))\right\} \tag{7}
\end{equation*}
$$

which is $2 \pi$-periodic with respect to $\theta$ since $|x|_{\mathcal{U}}=\left|x-\xi_{j}\right|_{\mathcal{U}}$. On the other hand, the function $b(x)$ is $2 \pi$-periodic with respect to $\theta$ by construction.

Now, following [2], consider the so-called "universal formula" given by

$$
K(\phi,|b|)=\left\{\begin{array}{lll}
\frac{\phi+\sqrt{\phi^{2}+|b|^{4}}}{|b|^{2}} & \text { if } & |b| \neq 0  \tag{8}\\
1 & \text { if } & |b|=0
\end{array}\right.
$$

where the arguments of the functions $\phi\left(|x|_{\mathcal{U}}, z\right)$ and $b(x)$ have been omitted to get a shorter expression. Note that since these functions are supposed to be $2 \pi$-periodic with respect to $\theta$, then (8) inherits this property as well. Now, let us check the continuity of the function (8) in the set $\mathbb{R}^{n} \backslash \Omega$, i.e., wherever $V(x) \geq 0$. By construction the functions $\phi\left(|x|_{\mathcal{U}}, z\right)$ and $b(x)$ are continuous everywhere, then the function (8) is continuous for $|b(x)| \neq 0$. Recall the property $\sqrt{a+b} \leq$ $\sqrt{a}+\sqrt{b}$, for any $a, b \geq 0$. So, we have

$$
K\left(\phi\left(|x|_{\mathcal{U}}, z\right),|b(x)|\right) \leq \frac{\phi\left(|x|_{\mathcal{U}}, z\right)+|\phi(|x| \mathcal{U}, z)|}{|b(x)|^{2}}+1
$$

Clearly, if $\phi\left(|x|_{\mathcal{U}}, z\right)<0$ then $K\left(\phi\left(|x|_{\mathcal{U}}, z\right),|b(x)|\right) \leq 1$, hence this condition is sufficient to ensure the continuity of (8) for $b(x) \equiv 0$. From (6), it follows that $b(x) \equiv 0$ leads to $a(x) \leq-\varpi(V(x))$ for all $x \in \mathbb{R}^{n} \backslash \Omega$. Consequently, we obtain that $b(x) \equiv 0$ implies

$$
\begin{equation*}
\phi(|x| \mathcal{U}, z) \leq \sup _{\sigma_{2}(|\theta|) \leq \vartheta(|x| \mathcal{U})+g_{2}}\left\{-\frac{1}{2} \varpi(V(x))\right\} \tag{9}
\end{equation*}
$$

for all $x \in \mathbb{R}^{n} \backslash \Omega$. Hence, for $b(x) \equiv 0$ : if $V(x)>0$ then we have $\phi\left(|x|_{\mathcal{U}}, z\right)<0$, as it is needed. However, if $V(x)=0$, we may have $\phi\left(|x|_{\mathcal{U}}, z\right)=0$. In this case, we need to guarantee that the term $\phi\left(|x|_{\mathcal{U}}, z\right)$ vanishes "faster" than $b(x)$ around the points of the set $\Gamma=\left\{x \in \mathbb{R}^{n}: V(x)=\right.$ $0 ;|b(x)|=0\}$. For this, let us suppose that for each constant $\varepsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
\sup _{0<|x|_{\Gamma} \leq \delta} \frac{\phi\left(|x|_{\mathcal{U}}, z\right)}{|b(x)|^{2}}<\varepsilon . \tag{10}
\end{equation*}
$$

We call this condition a small control property in the framework of Leonov functions (SCP-LeF). Hence, if the condition (10) is verified, then the formula (8) satisfies

$$
K\left(\phi\left(|x|_{\mathcal{U}}, z\right),|b(x)|\right) \leq \frac{2 \phi\left(|x|_{\mathcal{U}}, z\right)}{|b(x)|^{2}}+1 \leq 2 \varepsilon+1
$$

for all $0<|x|_{\Gamma} \leq \delta$. Since we can make $\varepsilon$ arbitrarily small then we conclude that the condition (10) ensures the continuity of (8) in all points of $\Gamma$. Consequently, we can say that if the SCP-LeF (10) is satisfied, then the function (8) is continuous in $\mathbb{R}^{n} \backslash \Omega$.

Due to the continuity of the function (8) in the set $\mathbb{R}^{n} \backslash \Omega$, there exists a continuous periodic function $\bar{K}(x)$, such that

$$
\begin{equation*}
K\left(\phi\left(|x|_{\mathcal{U}}, z\right),|b(x)|\right) \leq \bar{K}(x) \tag{11}
\end{equation*}
$$

for all $x \in \mathbb{R}^{n} \backslash \Omega$. For $x \in \Omega$, the latter property cannot be ensured but the function $\bar{K}(x)$ keeps its continuity globally. Note that if we have $\phi\left(|x|_{\mathcal{U}}, z\right)<0$ wherever $b(x) \equiv 0$ for all $x \in \mathbb{R}^{n}$ and the SCP (10) is satisfied, then the function (8) is continuous everywhere. Thus, we can set $K\left(\phi\left(|x|_{\mathcal{U}}, z\right),|b(x)|\right)=\bar{K}(x)$ in (11), i.e., we can directly apply the Sontag's formula for the design of the controller as in the Lyapunov framework.

Finally, we propose the following feedback control law

$$
\begin{equation*}
u(x)=-\bar{K}(x) b^{\top}(x) \tag{12}
\end{equation*}
$$

which is continuous in $\mathbb{R}^{n}$, and $2 \pi$-periodic in $\theta$. Hence, the closed-loop system (4),(12) inherits these properties.

Moreover, the controller (12) vanishes at every element of the set $\mathcal{U}$ since by definition $b(0) \equiv 0$. Therefore, $\mathcal{U}$ is contained in the equilibrium set of the closed-loop system (4),(12). Finally, we are able to establish the following results.

Theorem 2: Let the system (4) satisfy Assumption 2. If there exists a CLeF as in Definition 2 satisfying the SCPLeF (10), then the periodic feedback control law (12) is continuous on $\mathbb{R}^{n}$, and for all $x_{0} \in \mathbb{R}^{n}$ the trajectories $X\left(t, x_{0}\right)$ of the closed-loop system (4),(12) are bounded for all $t \geq 0$.

Corollary 2: Let the system (4) satisfy Assumption 2. If there exists a CLeF as in Definition 2 with

$$
\begin{equation*}
V(0) \leq 0, \quad \inf _{x \in \mathcal{U} \backslash \mathcal{U}_{0}} V(x) \leq 0, \quad \inf _{x \in \mathcal{W}} V(x)>0 \tag{13}
\end{equation*}
$$

and with the dissipation inequality

$$
\begin{equation*}
\inf _{u \in \mathbb{R}^{p}}\{a(x)+b(x) u\}<0, \quad \forall x \in \mathbb{R}^{n} \backslash\{\operatorname{cl}(\Omega) \cup \mathcal{D}\} \tag{14}
\end{equation*}
$$

with $a(x)$ and $b(x)$ as in Definition 2, besides the SCP-LeF (10) is satisfied with $\Gamma=\left\{x \in \mathbb{R}^{n}: V(x)=0 ;|b(x)|=\right.$ $0\} \cup\{x \in \mathcal{D}: V(x)>0 ;|b(x)|=0\}$, then the feedback control law (12) is continuous on $\mathbb{R}^{n}$, and for all $x_{0} \in \mathbb{R}^{n}$ the trajectories $X\left(t, x_{0}\right)$ of the closed-loop system (4),(12) are bounded for all $t \geq 0$.
Corollary 2 is a counterpart of Corollary 1 that relaxes the conditions of Definition 1. This simplifies the construction of CLeF's. The proofs of these results are omitted due to space limitation.

## IV. Application to controller design for a MICROGRID

Let us follow the modeling of droop-controlled microgrids presented by [31], (see also [18]). So, consider a microgrid of two nodes and one line, where the phase angle and the frequency at the $i$-th node are represented by $\theta_{i}$ and $\omega_{i}$, respectively, with $i=1,2$. Then, under some standard assumptions like voltage amplitudes are positive real constants for both nodes, and line impedance is purely inductive, the active power flow at the $i$-th node, with $i=1,2$, is given by $P_{i}=G_{i i} V_{i}^{2}+\left|B_{i k}\right| V_{i} V_{k} \sin \left(\theta_{i}-\theta_{k}\right)$, with $i, k=1,2 ; i \neq k$, where $V_{1}, V_{2}>0$ denote the voltage amplitudes, $G_{11}, G_{22}>$ 0 denote the active power loads, and $B_{12}=B_{21}<0$ represents the susceptance of the power line connecting the nodes. Now, by introducing the variable $\eta=\theta_{1}-\theta_{2}$ and the parameter $A=\left|B_{12}\right| V_{1} V_{2}$, we define the potential function $U(\eta)=-A \cos (\eta)$, and its gradient $\nabla U(\eta)=$ $A \sin (\eta)$. In addition, we denote the active power set-point by $P^{d}=\left[P_{1}^{d}, P_{2}^{d}\right]^{\top} \in \mathbb{R}^{2}$, and the incidence matrix of the network by $\mathcal{B}=[1,-1]^{\top}$. Therefore, we can write $P-P^{d}=\mathcal{B} \nabla U(\eta)-P^{\text {net }}$, where $P=\left[P_{1}, P_{2}\right]^{\top} \in \mathbb{R}^{2}$, and $P^{\text {net }}=\left[P_{1}^{d}-G_{11} V_{1}^{2}, P_{2}^{d}-G_{22} V_{2}^{2}\right]^{\top} \in \mathbb{R}^{2}$. Hence, a model for synchronization of the considered microgrid is given by

$$
\begin{equation*}
\dot{\eta}=\mathcal{B} \omega, \quad M \dot{\omega}=-\mathcal{B} \nabla U(\eta)+P^{\text {net }}+u \tag{15}
\end{equation*}
$$

where $\omega=\left[\omega_{1}, \omega_{2}\right]^{\top} \in \mathbb{R}^{2}$ are frequencies, $M=m \mathbf{I}_{2}>0$ is the inertia matrix ( $\mathbf{I}_{2}$ is an identity matrix of order two), and $u \in \mathbb{R}^{2}$ is the control input.

Let the left psuedo-inverse matrix of $\mathcal{B}$ be given by $\mathcal{B}^{+}=$ $\left(\mathcal{B}^{\top} \mathcal{B}\right)^{-1} \mathcal{B}^{\top}$. For $\left|A^{-1} \mathcal{B}^{+} P^{\text {net }}\right|<1$, the system (15), with $u=0$, has equilibrium points at $\left[\eta^{*}+2 j \pi, \omega^{*}, \omega^{*}\right]^{\top} \in \mathbb{R}^{3}$ and $\left[(1+2 j) \pi-\eta^{*}, \omega^{*}, \omega^{*}\right]^{\top} \in \mathbb{R}^{3}$ for any $j \in \mathbb{Z}$, where $\omega^{*}$ is the nominal frequency of the network, such that the condition $\omega_{1}=\omega_{2}=\omega^{*}$ is desired, and $\eta^{*}$ is the solution of the equation $\mathcal{B} \nabla U\left(\eta^{*}\right)=P^{\text {net }}$, satisfying $-\frac{\pi}{2} \leq \eta^{*} \leq \frac{\pi}{2}$.
Then, let us define the error variables $\hat{\eta}=\eta-\eta^{*} \in \mathbb{R}$ and $\hat{\omega}=\omega-\omega^{*} \in \mathbb{R}^{2}$. So, we rewrite the system (15) as

$$
\begin{equation*}
\dot{\hat{\eta}}=\mathcal{B}^{\top} \hat{\omega}, \quad M \dot{\hat{\omega}}=-\mathcal{B} \chi(\hat{\eta})+u \tag{16}
\end{equation*}
$$

where $\chi(\hat{\eta})=\nabla U\left(\hat{\eta}+\eta^{*}\right)-\nabla U\left(\eta^{*}\right)$. Clearly, the system (16), with $u=0$, has an equilibrium point at the origin, and in general, at all points $[2 j \pi, 0,0]^{\top} \in \mathbb{R}^{3}$ and $[(1+2 j) \pi-$ $\left.2 \eta^{*}, 0,0\right]^{\top} \in \mathbb{R}^{3}$ for any $j \in \mathbb{Z}$.

Now, consider the function

$$
\begin{align*}
V(\hat{\eta}, \hat{\omega})= & \frac{1}{2}\left(m+\varrho^{2}\right) \hat{\omega}^{\top} \hat{\omega}+\varrho \chi(\hat{\eta}) \mathcal{B}^{\top} \hat{\omega} \\
& +\chi^{2}(\hat{\eta})-\frac{1}{2} \kappa A \hat{\eta}^{2}-\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2} \\
& +2 A\left(U\left(\hat{\eta}+\eta^{*}\right)-U\left(\eta^{*}\right)\right) \tag{17}
\end{align*}
$$

where $\varrho, \kappa>0$ are constant parameters to be determined.
Since $-\frac{\pi}{2} \leq \eta^{*} \leq \frac{\pi}{2}$, then $U\left(\eta^{*}\right)>0$. So, we have
$-A\left(1-\cos \left(\eta^{*}\right)\right) \leq U\left(\hat{\eta}+\eta^{*}\right)-U\left(\eta^{*}\right) \leq A\left(1+\cos \left(\eta^{*}\right)\right)$.
Moreover, by applying Young's inequality we obtain $2 \varrho\|\chi(\hat{\eta}) \mathcal{B}\|\|\hat{\omega}\| \leq \varrho^{2}\|\hat{\omega}\|^{2}+2 \chi^{2}(\hat{\eta})$ (since $\|\mathcal{B}\|^{2}=2$ ), then

$$
\begin{aligned}
& \frac{1}{2} m\|\hat{\omega}\|^{2} \leq \frac{1}{2}\left(m+\varrho^{2}\right) \hat{\omega}^{\top} \hat{\omega}+\varrho \mathcal{B}^{\top} \hat{\omega} \chi(\hat{\eta})+\chi^{2}(\hat{\eta}) \\
& \leq \frac{1}{2}\left(m+2 \varrho^{2}\right)\|\hat{\omega}\|^{2}+2 \chi^{2}(\hat{\eta})
\end{aligned}
$$

Thus, we can conclude that for all $\hat{\eta} \in \mathbb{R}$ and $\hat{\omega} \in \mathbb{R}^{2}$,

$$
\begin{align*}
& \frac{1}{2} m\|\hat{\omega}\|^{2}-\frac{1}{2} \kappa A \hat{\eta}^{2}-\underline{g} \leq V(\hat{\eta}, \hat{\omega}) \\
& \quad \leq \frac{1}{2}\left(m+2 \varrho^{2}\right)\|\hat{\omega}\|^{2}+2 \chi^{2}(\hat{\eta})-\frac{1}{2} \kappa A \hat{\eta}^{2}+\bar{g} \tag{18}
\end{align*}
$$

where $\kappa, m, A>0, \bar{g}=A\left(1+\cos \left(\eta^{*}\right)\right)-\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}$, and $\underline{g}=\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}+A\left(1-\cos \left(\eta^{*}\right)\right)$.

Now, recall the sets $\mathcal{U}$ and $\mathcal{W}$ introduced in Subsection II-C. Particularly, for the system (16) we have $\mathcal{U}=$ $\left\{[2 j \pi, 0,0]^{\top} \in \mathbb{R}^{3}: j \in \mathbb{Z}\right\}$. Note that $\chi(2 \pi j)=0$ and $U\left(2 \pi j+\eta^{*}\right)-U\left(\eta^{*}\right)=0$, for any $j \in \mathbb{Z}$. So, by evaluating the function (17) at the points of the set $\mathcal{U}$, we obtain

$$
\begin{equation*}
V\left(2 \pi j,[0,0]^{\top}\right)=-2 \kappa A \pi^{2} j^{2}-\left|\mathcal{B}^{+} P^{\mathrm{net}}\right|^{2}<0 \tag{19}
\end{equation*}
$$

for any $j \in \mathbb{Z}$.
On the other hand, for a sufficiently small $\kappa>0$ we can establish $\frac{1}{2} \kappa A \hat{\eta}^{2} \leq\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}$, for all $-2 \pi \leq \hat{\eta} \leq$ $2 \pi$. Moreover, let us evaluate the function (17) in the points $[\pi i, 0,0]^{\top}$ for $i \in\{-1,1\}$, this is

$$
\begin{aligned}
& V([\pi i, 0,0])= 4 A^{2} \sin ^{2}\left(\eta^{*}\right)+4 A^{2} \cos \left(\eta^{*}\right) \\
&-\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}-\frac{1}{2} \kappa A(\pi i)^{2} \\
& \geq 4 A^{2} \sin ^{2}\left(\eta^{*}\right)+4 A^{2} \cos \left(\eta^{*}\right)-2\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2} \\
& \geq 2 A^{2} \sin ^{2}\left(\eta^{*}\right)+4 A^{2} \cos \left(\eta^{*}\right) \geq 0
\end{aligned}
$$

since by definition $-\frac{\pi}{2} \leq \eta^{*} \leq \frac{\pi}{2}$, such that $0 \leq \cos \left(\eta^{*}\right) \leq$ 1. Thus, by continuity we can say that the function (17) is
positive in a (maybe small) neighborhood of the points where $|\hat{\eta}|=\pi$. Accordingly, we can define a set $\left\{[\hat{\eta}, \hat{\omega}]^{\top} \in \mathbb{R}^{3}\right.$ : $\left.c_{1} \leq|\hat{\eta}| \leq c_{2}\right\} \subseteq \mathcal{W}$, with some $0<c_{1} \leq \pi \leq c_{2}<2 \pi$, and $\mathcal{W}$ as given in Subsection II-C, so we can guarantee that

$$
\begin{equation*}
\inf _{[\hat{\eta}, \hat{\omega}]^{\top} \in \mathcal{W}} V(\hat{\eta}, \hat{\omega})>0 \tag{20}
\end{equation*}
$$

Now, the derivative of (17) along the trajectories of the system (16) is given by $\dot{V}(\hat{\eta}, \hat{\omega})=a(\hat{\eta}, \hat{\omega})+b(\hat{\eta}, \hat{\omega}) u$, where

$$
\begin{aligned}
a(\hat{\eta}, \hat{\omega})=- & \left(1+\varrho^{2} m^{-1}-2 A\right) \hat{\omega}^{\top} \mathcal{B} \chi(\hat{\eta})-\kappa A \hat{\eta} \mathcal{B}^{\top} \hat{\omega} \\
& -2 \varrho m^{-1} \chi^{2}(\hat{\eta})+2 A\left|\mathcal{B}^{+} P^{\text {net }}\right| \mathcal{B}^{\top} \hat{\omega} \\
& +\left(\varrho \hat{\omega}^{\top} \mathcal{B}+2 \chi(\hat{\eta})\right) \nabla^{2} U\left(\hat{\eta}+\eta^{*}\right) \mathcal{B}^{\top} \hat{\omega}
\end{aligned}
$$

and

$$
b(\hat{\eta}, \hat{\omega})=\left(1+\varrho^{2} m^{-1}\right) \hat{\omega}+\varrho m^{-1} \mathcal{B} \chi(\hat{\eta})
$$

Note that $\|b(\hat{\eta}, \hat{\omega})\|=0$ implies $\hat{\omega}=-\varrho\left(m+\varrho^{2}\right)^{-1} \mathcal{B} \chi(\hat{\eta})$. Hence, since $\left|\nabla^{2} U\left(\hat{\eta}+\eta^{*}\right)\right| \leq A, 2|\hat{\eta} \| \chi(\hat{\eta})| \leq \hat{\eta}^{2}+\chi^{2}(\hat{\eta})$, and $2\left|\mathcal{B}^{+} P^{\text {net }}\right||\chi(\hat{\eta})| \leq\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}+\chi^{2}(\hat{\eta})$, we have

$$
\begin{aligned}
& \left.a\right|_{\|b\|=0}=-4 \varrho\left(m+\varrho^{2}\right)^{-1}(A \\
& \left.+m\left(m+\varrho^{2}\right)^{-1} \nabla^{2} U\left(\hat{\eta}+\eta^{*}\right)\right) \chi^{2}(\hat{\eta}) \\
& +2 \kappa \varrho A\left(m+\varrho^{2}\right)^{-1} \hat{\eta} \chi(\hat{\eta}) \\
& -4 \varrho A\left(m+\varrho^{2}\right)^{-1}\left|\mathcal{B}^{+} P^{\text {net }}\right| \chi(\hat{\eta}) \\
& \leq-A \varrho\left(m+\varrho^{2}\right)^{-1}\left(2-4 m\left(m+\varrho^{2}\right)^{-1}-\kappa\right) \chi^{2}(\hat{\eta}) \\
& +\varrho A\left(m+\varrho^{2}\right)^{-1}\left(\kappa \hat{\eta}^{2}-2\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}\right),
\end{aligned}
$$

On the other hand, let us evaluate the function (17) in the surface where $\|b(\hat{\eta}, \hat{\omega})\|=0$, this is

$$
\begin{aligned}
\left.V\right|_{\|b\|=0}= & m\left(m+\varrho^{2}\right)^{-1} \chi^{2}(\hat{\eta})-\frac{1}{2} \kappa A \hat{\eta}^{2} \\
& -\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}+2 A\left(U\left(\hat{\eta}+\eta^{*}\right)-U\left(\eta^{*}\right)\right)
\end{aligned}
$$

Thus, $\left.V\right|_{\|b\|=0}(\hat{\eta}, \hat{\omega}) \geq 0$ implies $m\left(m+\varrho^{2}\right)^{-1} \chi^{2}(\hat{\eta})+$ $2 A\left(U\left(\hat{\eta}+\eta^{*}\right)-U\left(\eta^{*}\right)\right) \geq \frac{1}{2} \kappa A \hat{\eta}^{2}+\left|\mathcal{B}^{+} P^{\mathrm{net}}\right|^{2}$.

Assumption 3: For some $\varrho>0$, the inequality $m(m+$ $\left.\varrho^{2}\right)^{-1} \chi^{2}(\hat{\eta})>2 A\left(U\left(\hat{\eta}+\eta^{*}\right)-U\left(\eta^{*}\right)\right)$ is satisfied wherever $\left.V\right|_{\|b\|=0}(\hat{\eta}, \hat{\omega}) \geq 0$.

Therefore, under Assumption 3, we have $2 m(m+$ $\left.\varrho^{2}\right)^{-1} \chi^{2}(\hat{\eta}) \geq \frac{1}{2} \kappa A \hat{\eta}^{2}+\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}>0$, wherever $\left.V\right|_{\|b\|=0}$ $(\hat{\eta}, \hat{\omega}) \geq 0$ Thus, for $A>1$, we obtain
$\left.a\right|_{\|b\|=0} \leq-A \varrho\left(m+\varrho^{2}\right)^{-1}\left(2-8 m\left(m+\varrho^{2}\right)^{-1}-\kappa\right) \chi^{2}(\hat{\eta})$,
and, for some sufficiently large $\varrho>0$ and some sufficiently small $\kappa>0$, we conclude that

$$
\begin{equation*}
\left.a\right|_{\|b\|=0}(\hat{\eta}, \hat{\omega})<0 \tag{21}
\end{equation*}
$$

wherever $\left.V\right|_{\|b\|=0}(\hat{\eta}, \hat{\omega}) \geq 0$.
Finally, recall Definition 2 and Corollary 2, then note that the properties (18), (19) and (20) are equivalent to the conditions (5) and (13), while the property (21) is equivalent to the condition (14). Thus, if Assumption 3 is satisfied with some sufficiently large $\varrho>0$, then we can say that the function (17) is a CLeF for the system (16) in the sense of Corollary 2 , provided that $\kappa>0$ is sufficiently small.

Now, we can follow the procedure developed in Section III to design a controller for the system (16). First, from (17)
we can easily see that $\frac{1}{2}\left(m+\varrho^{2}\right) \hat{\omega}^{\top} \hat{\omega}+\varrho \chi(\hat{\eta}) \mathcal{B}^{\top} \hat{\omega}+\chi^{2}(\hat{\eta})+$ $2 A\left(U\left(\hat{\eta}+\eta^{*}\right)-U\left(\eta^{*}\right)\right)>\frac{1}{2} \kappa A \hat{\eta}^{2}+\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}$, wherever $V(\hat{\eta}, \hat{\omega})>0$. Then, similarly to (7) we define

$$
\begin{aligned}
\phi\left(|(\hat{\eta}, \hat{\omega})|_{\tilde{\mathcal{U}}}, \hat{\omega}\right)= & \sup _{V(\hat{\eta}, \hat{\omega})>0}\{a(\hat{\eta}, \hat{\omega})\} \\
\leq & \sup _{V(\hat{\eta}, \hat{\omega})>0}\left\{-\left(1+\varrho^{2} m^{-1}-2 A\right) \hat{\omega}^{\top} \mathcal{B} \chi(\hat{\eta})\right. \\
& \quad+\left(1+\frac{1}{2} \kappa\right) A \hat{\omega}^{\top} \hat{\omega}-2 \varrho m^{-1} \chi^{2}(\hat{\eta}) \\
& +\left(\varrho \hat{\omega}^{\top} \mathcal{B}+2 \chi(\hat{\eta})\right) \nabla^{2} U\left(\hat{\eta}+\eta^{*}\right) \mathcal{B}^{\top} \hat{\omega} \\
& \left.\quad+A\left(2\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}+\kappa \hat{\eta}^{2}\right)\right\} \\
\leq- & \left(1+\varrho^{2} m^{-1}-2 A\right) \hat{\omega}^{\top} \mathcal{B} \chi(\hat{\eta})+\chi^{2}(\hat{\eta}) \\
& +\left(1+\frac{1}{2} \kappa\right) A \hat{\omega}^{\top} \hat{\omega}-2 \varrho m^{-1} \chi^{2}(\hat{\eta}) \\
& +\left(\varrho \hat{\omega}^{\top} \mathcal{B}+2 \chi(\hat{\eta})\right) \nabla^{2} U\left(\hat{\eta}+\eta^{*}\right) \mathcal{B}^{\top} \hat{\omega} \\
& +2 A\left(\frac{1}{2}\left(m+\varrho^{2}\right) \hat{\omega}^{\top} \hat{\omega}+\varrho \chi(\hat{\eta}) \mathcal{B}^{\top} \hat{\omega}\right. \\
& \left.\quad+2 A\left(U\left(\hat{\eta}+\eta^{*}\right)-U\left(\eta^{*}\right)\right)\right)
\end{aligned}
$$

where Young's inequality was applied to split the terms $2\left\|\left|\mathcal{B}^{+} P^{\text {net }}\right| \mathcal{B}\right\|\|\hat{\omega}\| \leq 2\left|\mathcal{B}^{+} P^{\text {net }}\right|^{2}+\hat{\omega}^{\top} \hat{\omega}$, and $2\|\mathcal{B} \hat{\eta}\|\|\hat{\omega}\| \leq$ $2 \hat{\eta}^{2}+\hat{\omega}^{\top} \hat{\omega}$.

Clearly, $b(\hat{\eta}, \hat{\omega})$ and $\bar{\phi}\left(|(\hat{\eta}, \hat{\omega})|_{\tilde{\mathcal{U}}}, \hat{\omega}\right)$ are $2 \pi$-periodic with respect to $\hat{\eta}$. Then, from the formula (8) we obtain

$$
\begin{equation*}
K(\phi, b) \leq \frac{\bar{\phi}+\sqrt{\phi^{2}+|b|^{4}}}{|b|^{2}} \tag{22}
\end{equation*}
$$

where we have omitted the arguments of the respective function due to the space limitation. Next, let us check the continuity of the function (22) for $V(\hat{\eta}, \hat{\omega}) \geq 0$. Clearly, this property is obtained wherever $\|b(\hat{\eta}, \hat{\omega})\| \neq 0$, by construction. Therefore, consider Assumption 3 and the constraint $\|b(\hat{\eta}, \hat{\omega})\|=0$, which implies $\hat{\omega}=-\varrho\left(m+\varrho^{2}\right)^{-1} \mathcal{B} \chi(\hat{\eta})$ :

$$
\begin{aligned}
\left.\bar{\phi}\right|_{\|b\|=0} \leq & -4 \varrho A\left(m+\varrho^{2}\right)^{-1}\left(1-m\left(m+\varrho^{2}\right)^{-1}\right. \\
& \left.-\frac{1}{2} \varrho\left(\frac{1}{2} \kappa+1\right)\left(m+\varrho^{2}\right)^{-1}-m \rho^{-1}\right) \chi^{2}(\hat{\eta})
\end{aligned}
$$

Thus, we can see that for some sufficiently large $\varrho>0$ and some sufficiently small $\kappa>0$,

$$
\begin{equation*}
\left.\bar{\phi}\right|_{\|b\|=0}\left(|(\hat{\eta}, \hat{\omega})|_{\tilde{\mathcal{U}}}, \hat{\omega}\right) \leq 0 \tag{23}
\end{equation*}
$$

wherever $\left.V\right|_{\|b\|=0}(\hat{\eta}, \hat{\omega}) \geq 0$. Therefore, we can ensure that the function (22) is continuous, wherever (23) is satisfied with strict inequality. So, it remain us to check the points where the equality occurs, this is at every element of the set $\left\{[2 j \pi, 0,0]^{\top},\left[(1+2 j) \pi-2 \eta^{*}, 0,0\right]^{\top}: j \in \mathbb{Z}\right\}$. Recall that we have already proven that $V([2 j \pi, 0,0])<0$ for any $j \in \mathbb{Z}$. On the other hand, since $-\frac{1}{2} \pi<\eta^{*}<\frac{1}{2} \pi$, then $2 A\left(U\left((1+2 j) \pi-\eta^{*}\right)-U\left(\eta^{*}\right)\right)=4 A^{2} \cos \left(\eta^{*}\right)>0$. Hence, by Assumption 3 we can establish that $V([(1+$ $\left.\left.2 j) \pi-2 \eta^{*}, 0,0\right]\right)<0$ for any $j \in \mathbb{Z}$, as well. Thus, we can ensure that the function (22) is continuous, wherever $V(\hat{\eta}, \hat{\omega}) \geq 0$, as it is required. Note that the SCP-LeF (10) is straightforwardly satisfied for the function (17), since the function $\left.\bar{\phi}\right|_{\|b\|=0}\left(|(\hat{\eta}, \hat{\omega})|_{\tilde{\mathcal{U}}}, \hat{\omega}\right)$ is strictly negative at every element of the set $\Gamma$ given in Corollary 2.

Thus, since the function $\chi(\hat{\eta})$ is bounded, then we can verify that there exists a constant $K_{1}>0$ such that

$$
\lim _{|b(\hat{\eta}, \hat{\omega})| \rightarrow 0} K\left(\bar{\phi}\left(|(\hat{\eta}, \hat{\omega})|_{\tilde{\mathcal{U}}}, \hat{\omega}\right), b(\hat{\eta}, \hat{\omega})\right)=K_{1}
$$

On the other hand, note that the function $\bar{\phi}\left(|(\hat{\eta}, \hat{\omega})|_{\tilde{\mathcal{U}}}, \hat{\omega}\right)$ is quadratic in the variables $\hat{\omega}$, hence we can also claim that there exist a constant $K_{2}>0$, such that

$$
\lim _{\|\hat{\omega}\| \rightarrow \infty} K\left(\bar{\phi}\left(|(\hat{\eta}, \hat{\omega})|_{\tilde{\mathcal{U}}}, \hat{\omega}\right), b(\hat{\eta}, \hat{\omega})\right)=K_{2},
$$

Hence, we have $K\left(\bar{\phi}\left(|(\hat{\eta}, \hat{\omega})|_{\tilde{\mathcal{U}}}, \hat{\omega}\right), b(\hat{\eta}, \hat{\omega})\right) \leq$ $\max \left\{K_{1}, K_{2}\right\}=\bar{K}$, wherever $V(\hat{\eta}, \hat{\omega}) \geq 0$.

Finally, we propose the controller

$$
\begin{equation*}
u(\hat{\eta}, \hat{\omega})=-\bar{K}\left(\left(1+\varrho^{2} m^{-1}\right) \hat{\omega}+\varrho m^{-1} \mathcal{B} \chi(\hat{\eta})\right) \tag{24}
\end{equation*}
$$

which is continuous in $\mathbb{R}^{3}, 2 \pi$-periodic with respect to $\hat{\eta}$, and vanishes at every equilibrium point of the system (16), since all of them lay in th surface $\|b(\hat{\eta}, \hat{\omega})\|=0$. Hence, the closed-loop system

$$
\begin{aligned}
\dot{\hat{\eta}} & =\mathcal{B}^{\top} \hat{\omega} \\
M \dot{\hat{\omega}} & =-\left(1+\varrho^{2} m^{-1}\right) \bar{K} \hat{\omega}-\left(1+\varrho m^{-1} \bar{K}\right) \mathcal{B} \chi(\hat{\eta}),
\end{aligned}
$$

is continuous in $\mathbb{R}^{3}, 2 \pi$-periodic with respect to $\hat{\eta}$, and has equilibria at all points $[2 j \pi, 0,0]^{\top} \in \mathbb{R}^{3}$ and $[(1+2 j) \pi-$ $\left.2 \eta^{*}, 0,0\right]^{\top} \in \mathbb{R}^{3}$ for any $j \in \mathbb{Z}$. Moreover, boundedness of solutions of this closed-loop system is supported by the results of [31] through Corollary 1 and a Leonov function slightly different to (17).

## V. Conclusions

In this paper, we addressed the design of continuous and periodic in $\theta$ feedback laws for boundedness of trajectories of the system (4). To this end, the concept of CLeF was introduced, with the corresponding SCP-LeF condition. Two variants of control synthesis were proposed based on Sontag's formula. Finally, the advantage of this methodology was illustrated by an application in a small microgrid.

## References

[1] Z. Artstein, "Stabilization with relaxed controls," Nonlinear Analysis: Theory, Methods \& Applications, vol. 7, no. 11, pp. 1163-1173, 1983.
[2] E. D. Sontag, "A 'universal' construction of Artstein's theorem on nonlinear stabilization," Systems \& control letters, vol. 13, no. 2, pp. 117-123, 1989.
[3] D. V. Efimov, "A condition of clf existence for affine systems," in 41st IEEE Conference on Decision and Control (CDC) 2002., vol. 2. IEEE, 2002, pp. 1882-1887.
[4] D. Liberzon, E. D. Sontag, and Y. Wang, "Universal construction of feedback laws achieving ISS and integral-ISS disturbance attenuation," Systems \& Control Letters, vol. 46, no. 2, pp. 111-127, 2002.
[5] D. Angeli, J. E. Ferrell, and E. D. Sontag, "Detection of multistability, bifurcations, and hysteresis in a large class of biological positivefeedback systems," Proceedings of the National Academy of Sciences, vol. 101, no. 7, pp. 1822-1827, 2004.
[6] D. Efimov, "Global Lyapunov analysis of multistable nonlinear systems," SIAM Journal on Control and Optimization, vol. 50, no. 5, pp. 3132-3154, 2012.
[7] A. K. Gelig, G. Leonov, and V. Yakubovich, Stability of nonlinear systems with non-unique equilibrium state. Moscow, Russia: Nauka, 1978.
[8] D. Angeli and D. Efimov, "Characterizations of input-to-state stability for systems with multiple invariant sets," IEEE Transactions on Automatic Control, vol. 60, no. 12, pp. 3242-3256, 2015.
[9] P. Forni and D. Angeli, "Characterizations of integral input-to-state stability for systems with multiple invariant sets," IEEE Transactions on Automatic Control, vol. 62, no. 8, pp. 3729-3743, 2016.
[10] D. Angeli and L. Praly, "Stability robustness in the presence of exponentially unstable isolated equilibria," IEEE Transactions on Automatic Control, vol. 56, no. 7, pp. 1582-1592, 2010.
[11] A. Rantzer, "A dual to Lyapunov's stability theorem," Systems \& Control Letters, vol. 42, no. 3, pp. 161-168, 2001.
[12] N. F. Barroso, R. Ushirobira, and D. Efimov, "Universal formula for robust stabilization of affine nonlinear multistable systems," in 58th IEEE Conference on Decision and Control (CDC) 2019. IEEE, 2019, pp. 8024-8029.
[13] $\quad$, "Control lyapunov function method for robust stabilization of multistable affine nonlinear systems," International Journal of Robust and Nonlinear Control, 2023.
[14] F. Forni and R. Sepulchre, "Differential analysis of nonlinear systems: Revisiting the pendulum example," in 53rd IEEE Conference on Decision and Control (CDC) 2014. IEEE, 2014, pp. 3848-3859.
[15] D. Efimov, J. Schiffer, and R. Ortega, "Robustness of delayed multistable systems with application to droop-controlled inverter-based microgrids," International Journal of Control, vol. 89, no. 5, pp. 909918, 2016.
[16] R. Ortega, M. Galaz, A. Astolfi, Y. Sun, and T. Shen, "Transient stabilization of multimachine power systems with nontrivial transfer conductances," IEEE Transactions on Automatic Control, vol. 50, no. 1, pp. 60-75, 2005.
[17] J. Schiffer and F. Dörfler, "On stability of a distributed averaging PI frequency and active power controlled differential-algebraic power system model," in 2016 European Control Conference (ECC). IEEE, 2016, pp. 1487-1492.
[18] J. Schiffer, D. Zonetti, R. Ortega, A. M. Stanković, T. Sezi, and J. Raisch, "A survey on modeling of microgrids-from fundamental physics to phasors and voltage sources," Automatica, vol. 74, pp. 135150, 2016.
[19] C. De Persis and N. Monshizadeh, "Bregman storage functions for microgrid control," IEEE Transactions on Automatic Control, vol. 63, no. 1, pp. 53-68, 2017.
[20] G. Leonov and N. Kuznetsov, "Nonlinear analysis of phase-locked loop (PLL): Global stability analysis, hidden oscillations and simulation problems," Mechanics and Model-Based Control of Advanced Engineering Systems, pp. 199-207, 2014.
[21] D. Efimov and J. Schiffer, "A new criterion for boundedness of solutions for a class of periodic systems," in 2018 European Control Conference (ECC). IEEE, 2018, pp. 1642-1647.
[22] -, "On boundedness of solutions of state periodic systems: a multivariable cell structure approach," IEEE Transactions on Automatic Control, vol. 64, no. 10, pp. 4094-4104, 2019.
[23] J. Schiffer and D. Efimov, "Strong and weak leonov functions for global boundedness of state periodic systems," IEEE Transactions on Automatic Control, 2022.
[24] G. A. Leonov, "On the boundedness of the trajectories of phase systems," Siberian Mathematical Journal, vol. 15, no. 3, pp. 491-495, 1974.
[25] E. J. Noldus, "New direct Lyapunov-type method for studying synchronization problems," Automatica, vol. 13, no. 2, pp. 139-151, 1977.
[26] V. A. Yakubovich, G. A. Leonov, and A. K. Gelig, Stability of stationary sets in control systems with discontinuous nonlinearities, ser. Series on Stability, Vibration and Control of Systems. Singapore: World Scientific, 2004, vol. 14.
[27] D. Efimov, J. Schiffer, N. Barabanov, and R. Ortega, "A relaxed characterization of ISS for periodic systems with multiple invariant sets," European Journal of Control, vol. 37, pp. 1-7, 2017.
[28] J. Mendoza-Avila, D. Efimov, A. Mercado-Uribe, and J. Schiffer, "On relaxed conditions of integral ISS for multistable periodic systems," in 61st IEEE Conference on Decision and Control (CDC) 2022. IEEE, 2022.
[29] J. Mendoza-Avila, A. Mercado-Uribe, D. Efimov, and J. Schiffer, "Design of controls for iss and integral iss stabilization of multistable state periodic," in 22nd IFAC World Congress 2023. IFAC, 2023.
[30] J. Guckenheimer and P. Holmes, Nonlinear oscillations, dynamical systems, and bifurcations of vector fields, ser. Applied Mathematical Science. New York, NY, USA: Springer Verlag, 1983, vol. 42.
[31] J. Schiffer, D. Efimov, and R. Ortega, "Global synchronization analysis of droop-controlled microgrids-a multivariable cell structure approach," Automatica, vol. 109, p. 108550, 2019.


[^0]:    Jesus Mendoza-Avila and Denis Efimov are with Inria, Univ. Lille, CNRS, UMR 9189 - CRIStAL, F-59000 Lille, France Jesus.Mendoza-Avila@inria.fr, Denis.Efimov@inria.fr.

    Ángel Mercado-Uribe and Johannes Schiffer are with Control Systems and Network Control Technology Group, Brandenburg University of Technology, Cottbus, 03046, Germany MercadoU@b-tu.de, Schiffer@b-tu.de.

    Johannes Schiffer is also with Brandenburgische Technische Universität Cottbus- Senftenberg and Fraunhofer Research Institution for Energy Infrastructures and Geothermal Systems (IEG), 03046 Cottbus, Germany.

    This work is partially supported by ANR-DFG project SyNPiD - Project number 446182476.

