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Abstract

On-board payload data processing can be performed by developing space-qualified heterogeneous Multiprocessor System-
on-Chips (MPSoCs). We present key compute-intensive payload algorithms, based on a survey with space science researchers,
including the two-dimensional Fast Fourier Transform (2-D FFT). Also, we propose to perform design space exploration by
combining the roofline performance model with High-Level Synthesis (HLS) for hardware accelerator architecture design. The
roofline model visualizes the limits of a given architecture regarding Input/Output (I/O) bandwidth and computational performance,
along with the achieved performance for different implementations. HLS is an interesting option in developing FPGA-based on-
board processing applications for payload teams that need to adjust architecture specifications through design reviews and have
limited expertise in Hardware Description Languages (HDLs). In this paper, we focus on an FPGA-based MPSoC thanks to
recently released radiation-hardened heterogeneous embedded platforms.

Index Terms

On-board processing, FFT, System-on-Chip (SoC), FPGA, High-level synthesis (HLS), Roofline performance model

I. INTRODUCTION

Satellites embark payload sensors that require data processing to obtain data products so that payload data processing
designates a series of processing for a payload. Payload data processing has traditionally been performed on the ground, after
the downlink of raw data, due to the lack of high-performance processors tolerant to radiation [1]. However, with recent
space-qualified heterogeneous Multiprocessor System-on-Chips (MPSoCs), high-performance on-board processing is expected.
Migrating ground-based data processing pipelines to on-board systems can significantly increase system autonomy and decrease
monitoring and detection latency.

The purpose of this work is to explore the possibility of such migration by leveraging the recent heterogeneous accelerator
architectures integrating a Field-Programmable Gate Array (FPGA) with Arm processors for both scientific missions and
NewSpace, such as space exploration and Earth observation. To achieve that, the first step is to identify the most important
candidates for payload data processing to be moved on board. More precisely, we perform a survey on on-board embedded
systems (Table I) and payload processing algorithms regarding recent and near-future missions, in which European research
institutes are involved. Based on this survey, we selected as a case study the most recurring payload algorithm found, i.e., the
Fast Fourier Transform (FFT).

Most current missions with FFT on-board implementations focus on the one-dimensional (1-D) FFT. There are few cases of
2-D FFT implementations on space-qualified processors, which, however, have low performance with long latency. One reason
is that the processor, usually paired with small on-chip memories, requires a significant amount of external memory access.
To address this limitation, application-specific hardware accelerators can be used for compute-intensive algorithms, including
the 2-D FFT. However, such implementations should efficiently meet the restricted on-board resources and maintain design
productivity close to software-only implementations. Therefore, we propose a Design Space Exploration (DSE) approach,
where we combine the roofline performance model [8] with High-Level Synthesis (HLS)-based hardware design. On the one
hand, the roofline performance model allows us to bound accelerator architectures considering memory access, application,
and architecture constraints [9]. On the other hand, HLS enables the exploration of various hardware designs effectively.
Specifications using the C++ language, combined with HLS, make hardware design less complex compared to using a Hardware
Description Language (HDL), as high-level descriptions can be interpreted to create digital hardware with the same functionality.
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TABLE I
PAYLOAD DATA PROCESSING HARDWARE EXAMPLES USED FOR THE LAST 10 YEARS AND NEAR-FUTURE MISSIONS

Mission Launch year Payload data processing hardware Ref.

PLATO 2026*

GR712RC LEON3FT ASIC,

MDPA LEON2FT ASIC,

LEON3FT with RTAX2000 FPGA

[2]

JUICE 2023 GR712RC LEON3FT ASIC [3]

Solar Orbiter 2020 LEON3FT with RTAX4000 FPGA [4]

CHEOPS 2019 GR712RC LEON3FT ASIC [5]

BepiColombo 2018
HIREC-MIPS-HR5000 CPU,

RTAX2000 FPGA
[6]

Gaia 2013
Custom pre-processing board,

SCS750 PowerPC board
[7]

*Estimated launch schedule

TABLE II
PRIORITIZED ALGORITHMS FROM THE SURVEY WITH PAYLOAD TEAMS

Classification Sub-classification Number of users

Fourier transform FFT, IFFT, DFT 5

Filter

IIR 4

CIC 4

Kalman 1

AI/ML 4

Compression

CCSDS 121 3

CCSDS 122 3

CCSDS 123 3

CCSDS 124 3

Optimization

Interpolation 3

Fitting and correlation 2

Gradient descent 2

Histogram 1

Digital Elevation Model 1

Considering recently developed hardware architectures, we propose using Commercial Off-The-Shelf (COTS) heterogeneous
embedded systems. Specifically, we use the Xilinx Zynq UltraScale+ MPSoC as an initial target after reviewing the specifications
of radiation-hardened heterogeneous embedded platforms recently released, e.g., NG-Ultra and Versal [10], [11].

II. ON-BOARD DATA PROCESSING ALGORITHMS FOR SCIENTIFIC MISSIONS AND NEWSPACE: THE FFT CASE

We surveyed current on-board and ground processing algorithms to identify the trends of on-board data processing and
the expected needs of future missions. Besides, in collaboration with scientific payload teams, we identified and prioritized
compute-intensive algorithms applicable to several types of payloads, depicted in Table II. These algorithms are challenging
and thus hardly executed on an existing radiation-hardened On-Board Computer (OBC) with flight heritage. According to
our survey, the 2-D FFT is widely used in diverse applications, including Synthesis Aperture Radar (SAR) [12] and space
telescopes [13]. Therefore, we selected the 2-D FFT as a case study based on the computational requirements of payloads,
such as image size and data accuracy. The 2-D FFT can be a demanding algorithm due to its column-wise processing step or
transpose, which can easily become a computational and memory bottleneck [14].

The Fourier transform is a transformation converting a time-domain function f(x) to a frequency-domain function f̂(ξ) and
its general expression can be described using the infinite integral of integration given by:

f̂(ξ) =

∫ ∞

−∞
f(x)e−j2πξx dx (1)



Fig. 1. Butterfly of the DIT radix-4 FFT

The Discrete Fourier Transform (DFT) is the Fourier transform of a finite number of discrete signals, which is generally used
in digital signal processing. The N points of time-domain complex-number signals x(n), where n = 0, 1, . . . , N − 1, are
transformed into the results of the DFT X(k) on the frequency k where k = 0, 1, . . . , N − 1.

X(k) =

N−1∑
n=0

x(n)e
−j2πkn

N (2)

Similarly, for an N × N matrix of signals x(n1, n2) where n1, n2 = 0, 1, . . . , N − 1, the 2-D DFT results X(k1, k2) are
defined as below regarding the frequency k1 and k2, where k1, k2 = 0, 1, . . . , N − 1.

X(k1, k2) =

N−1∑
n1=0

N−1∑
n2=0

x(n1, n2) · e
−j2π(k1n1+k2n2)

N (3)

From the above equations, we can derive that the complexity of DFT is O(N2) for the 1-D DFT and O(N3) for the 2-D DFT.
As the DFT computation is slow, there have been several attempts to increase DFT performance: this is how the FFT was

devised. The FFT is an algorithm for calculating the DFT efficiently by reducing the computational complexity. The Cooley-
Tukey algorithm is the most popular FFT algorithm, which breaks down the summation recursively into a certain number
called radix [15]. The radix determines the number of arithmetic operations of FFT which is consequently relevant to the
computational cost of FFT. In this paper, we focus on the radix-4 FFT considering the library implemented in section IV as
a use case. For instance, we deal with the N-point Decimation-In-Time (DIT) radix-4 FFT which separates the summation
notation of (2) into 4 different terms (n = 4m, 4m+ 1, 4m+ 2, 4m+ 3) where the upper limit of summations is N

4 − 1. The
summation can be represented as follows:

X(k) =

N
4 −1∑
m=0

x(4m)e
−j2πk(4m)

N +

N
4 −1∑
m=0

x(4m+ 1)e
−j2πk(4m+1)

N

+

N
4 −1∑
m=0

x(4m+ 2)e
−j2πk(4m+2)

N +

N
4 −1∑
m=0

x(4m+ 3)e
−j2πk(4m+3)

N (4)

Considering the symmetry of the exponential factors, we can simplify the exponential terms into twiddle factors W k
N = e

−j2πk
N

which are represented in the butterfly operations in the context of the Cooley–Tukey FFT algorithm. The butterfly operation
is a unit of the FFT and the total number of butterflies of radix-R FFT is the multiplication of the number of stages (logRN )
and the number of input data divided by radix (NR ), thus the total number of butterflies is N

R logRN . Based on this definition,
each radix-4 FFT butterfly has 3 complex multiplications and 8 complex additions as shown in Fig. 1. For the radix-4 FFT, the
total number of complex multiplications is 3N

4 log4N , and the total number of complex additions/subtractions is 2Nlog4N . If
we want to use the hardware composed of only real operators, such as FPGAs, understanding real arithmetic operations is also
necessary, as the hardware cannot perform complex operations directly. The total number of real multiplications is 3Nlog4N
and the number of real additions/subtractions is 11

2 Nlog4N [16]. Based on the required number of real operations, we



Fig. 2. Roofline model [18]

can derive the computational complexity. For N-point data, the computational complexity of the DFT O(N2) is reduced to
O(NlogRN) by using the radix-R FFT. If we consider a 2-D N × N matrix, we first perform the row-wise 1-D FFT of
the given matrix by repeating the N-point FFT for the number of rows which is N times in this case. So, the computational
complexity becomes O(N2logRN) because the complexity of 1-D FFT is multiplied by N. Then, we conduct the column-wise
1-D FFT of the matrix, whose computational complexity is still O(N2logRN) because a constant factor does not affect big
O notation. The complexity and the number of real operations for both 1-D FFT and 2-D FFT on radix-4 are represented in
Table III which are used in section IV to compute the characteristics of 2-D kernel design.

III. DSE METHODOLOGY

DSE helps to navigate the space of possible design solutions by formulating the design problem as a multi-objective
optimization problem, which considers latency, area, and power [17]. By associating the roofline model with designs achieved
from HLS, we explore several hardware accelerator designs on an FPGA and analyze their suitability for scientific missions
and NewSpace.

A. Roofline model

The roofline model characterizes designs using the limits of bandwidth and performance on a given architecture [8]. Even
though the original roofline model is appropriate to von Neumann architectures, namely multicore Central Processing Unit (CPU)
architectures and Graphics Processing Unit (GPU), the model has been extended for FPGAs considering their reconfigurable
characteristics [18].

The FPGA roofline model, drawn as a log-log scale in Fig.2, is based on two ceilings that present the limits of a
given architecture: i) Input/Output (I/O) bandwidth ceiling and ii) computational ceiling. Consequently, any application
implementation is bounded either by the I/O bandwidth ceiling (memory-bound) or the computational ceiling (compute-bound).
The computational ceiling is calculated using the total number of specific computational resources, the number of required
resources per arithmetic operation, and the maximum clock frequency. If an FPGA reads data from external memory to perform
processing, the I/O bandwidth ceiling depends on the external memory and its relevant interface. In other words, the one with
smaller bandwidth becomes the I/O bandwidth of a given system. For external memory, its bandwidth is the multiplication
of memory data rate and memory channel bit-width. In the case of an interface, the bandwidth is the multiplication of clock
frequency, transfer data bit-width, and the number of interface ports.

We can also indicate the implementations of a kernel, corresponding to each point in Fig. 2, to see whether any ceilings
bound the design. In this context, the kernel defines a routine running on a hardware accelerator such as an FPGA, which is

TABLE III
COMPLEXITY, REAL ADDITIONS, AND REAL MULTIPLICATIONS OF THE RADIX-4 FFT

1-D FFT 2-D FFT

Complexity O(Nlog4N) O(N2log4N)

Real additions/subtractions 11
2
Nlog4N 11N2log4N

Real multiplications 3Nlog4N 6N2log4N



distinguished from an application executed on a CPU. The x-axis value of an implementation is the computational intensity,
which is the number of total operations divided by the number of total data bytes accessed, and the y-axis value is the
performance, represented as the number of operations divided by execution time.

B. HLS-based hardware accelerators

We use HLS based on C/C++ instead of using traditional HDLs for the design of hardware accelerators. Comparatively,
HLS enables the simpler generation of different designs meeting the application’s constraints faster and easier. To generate
efficient hardware accelerators, HLS codes must be optimized accordingly. This requires refactoring an initial, functional C/C++
code carefully and using appropriate pragmas and directives to help the compiler generate hardware that efficiently uses the
available memory and computational resources of FPGA for a considered application [17], [19]. Overall, HLS is both efficient
and promising, simplifying the development not only of hardware but also of software-hardware co-design. Each HLS tool
provides a large list of pragmas and directives that help users to perform the fine-tuning of their architecture. In this paper, the
HLS tool we use is Vitis HLS from AMD-Xilinx. We present frequently used pragmas and directives below, which are later
used in section IV-D [20], [21]: loop unrolling, loop pipelining, task pipelining, and array partitioning.

Loop unrolling unrolls a loop and executes all or some iterations of one loop in parallel (full unroll or partial unroll). This
pragma decreases intervals and latency by enhancing parallelism, whereas it increases resource utilization. The interval is the
number of clock cycles between two loop iterations in a row. Vitis HLS provides #pragma HLS unroll, which allows full
unroll without any syntax option and enables partial unroll with the option factor=N, where N is the number of loop bodies
replicated.

Loop pipelining enables the concurrent execution of operations at the cycle level so that it decreases the initiation interval
(II) for a loop. The II indicates the number of clock cycles spent before starting the next loop iteration [22]. Thus an II=1
means a new loop iteration is started every clock cycle. This reduces intervals and latency, increasing the minimum amount
of resources. Vitis HLS has #pragma HLS pipeline which tries the minimum II (i.e., 1) unless the syntax option II=N
is statically specified for the number of II.

Task pipelining allows functions and loops to perform concurrent executions of coarse-grained operations taking a number of
clock cycles, improving the general throughput of the architecture. Unlike the loop pipelining dealing with cycle-level pipelines,
the behavior of relevant functions and loops cannot be statically scheduled. Users can utilize #pragma HLS dataflow for
task-level pipelining in Vitis HLS.

Array partitioning subdivides an array into several smaller arrays. Arrays are stored on FPGA block RAMs (BRAM), which
have single or dual ports. If a user implements only one large memory and needs to read and write multiple times, the small
number of ports can drop throughput. However, this problem can be solved by partitioning a large memory into smaller
memories or registers: the increased number of ports can then enhance throughput. #pragma HLS array_partition in
Vitis HLS is defined with an array variable name and a partition type.

As a result, combining the roofline performance model and HLS-based design techniques enables developers to rapidly
generate and evaluate processing architectures with different performance/resource trade-offs, reducing the time to prototype
implementations [9]. Such an approach is suitable for payload teams where instrumentation specifications change depending
on the mission and design review and where human resources are limited for developing on-board processing applications
using an HDL.

IV. DSE USE-CASE: THE 2-D FFT

We present the FPGA roofline model and relevant DSE based on Vitis HLS targeting the Xilinx Zynq UltraScale+ ZCU102
evaluation board and the 2-D FFT as a use case.

A. Algorithm requirements

We selected the 2-D FFT considering its necessity in the space science community (Table II). More precisely, we selected the
SVOM ECLAIRs code-masked telescope to extract technical requirements. The ECLAIRs telescope embarks a LEON3-based
on-board payload control unit, processing the image trigger algorithm every 20.48 sec. The algorithm includes the deconvolution
of 200×200-sized images based on the 2-D FFT which takes around 2 sec per image on board [23], [24]. Assuming that the
2-D FFT per image accounts for at least 5% of execution time, we set 100 ms as the time requirement in this paper. For data
precision, we use single-precision floating-point data and 27-bit fixed-point data. The floating-point arithmetic operations are
frequently used in astronomy as it is suitable for high-accuracy data and software implementation. However, not every Digital
Signal Processing (DSP) block of FPGA implements floating-point support naturally. In other words, multiple DSP blocks can
be required to perform floating-point computations depending on the FPGA model. For fixed-point computations, we use the
maximum size of fixed-point data whose arithmetic operation fits in one of the DSP blocks available in the device contained
in the board used in this paper, so we can balance resource utilization and acceptable data bit-width.



Fig. 3. ZCU102 evaluation board configuration

B. FPGA platform and HLS

The 2-D FFT hardware accelerators are designed using Vitis HLS 2021.2. The ZCU102 is used as an evaluation board
featuring a Xilinx Zynq UltraScale+ XCZU9EG device. The Zynq UltraScale+ is a heterogeneous MPSoC that includes a
quad-core Arm Cortex-A53 and a dual-core Arm Cortex-R5 called Processing System (PS), and an embedded FPGA called
Programmable Logic (PL). The PL contains 600K System Logic Cells, 2,520 DSP blocks, 32.1 Mb BRAM, and 548K Flip-
Flops (FF). The DSP blocks of Zynq UltraScale+ (DSP48E2) are not floating-point DSP blocks, so some extra hardware
implemented in regular logic is needed for operations like decimal point alignment, among others. Each DSP block comprises
a 27-bit×18-bit input data multiplier and a 48-bit accumulator. In the ZCU102, the Zynq UltraScale+ is connected to external
DDR4 memories (PS DDR4, PL DDR4), and the PS and PL are connected via an Advanced eXtensible Interface (AXI) as
presented in Fig. 3. The bandwidth of the DDR memories and the AXI interface are considered to calculate the theoretical
peak I/O bandwidth.

C. Theoretical FPGA roofline model

Fig. 4 depicts the obtained FPGA roofline model considering the hardware specifications of the ZCU102 board. As complex
FFT computation on an FPGA requires real multiplications and real additions, we only consider DSP blocks as a computational
resource type in this study [25].

First, the theoretical maximum computational ceiling is based on the total number of DSP blocks and their maximum
frequency [26], assuming a DSP block handles one operation (op). The theoretical computational ceiling Cth is:

Cth = 2520 DSP blocks × 775 MHz × 1 op/DSP block
= 1953 Gops/sec

(5)

FPGAs are reconfigurable platforms that can implement different custom processing architectures. As a result, the ceilings
in FPGA rooflines are not unique when one considers realistic occupations achievable by synthesis tools (which do not reach

Fig. 4. Theoretical roofline model of ZCU102 PL based on DSP blocks. The roofline model describes computational ceilings (red and green) and I/O
bandwidth ceilings (blue). As the given FPGA does not support floating-point arithmetic, users should consider the number of DSP blocks per operation
(green).



100%), so they can change depending on the reasonable amount of resource usage and the maximum achieved frequency.
Thus, we compute more realistic maximum computational ceilings determined by the 80% of DSP block utilization following
the Register Transfer Level (RTL) synthesis guideline of Vitis HLS and 250 MHz frequency based on the synthesis reports on
the 2-D FFT design provided by Vitis HLS. Moreover, we need to consider the number of required DSP blocks per operation,
depending on the data type and the data bit-width. If input fixed-point data require only one DSP block for an operation,
computational ceiling Cfix is:

Cfix = 2016 DSP blocks × 250 MHz × 1 op/DSP block
= 504 Gops/sec

(6)

As said before, a single-precision floating-point arithmetic operation requires more than one DSP block, especially the
floating-point multiplication used in this paper requires 3 DSP blocks per floating-point operation (Flop) based on a Vitis HLS
report. The computational ceiling of single-precision floating-point operation Cfp is:

Cfp = 2016 DSP blocks × 250 MHz × 1 Flop
3 DSP blocks

= 168 GFlops/sec
(7)

In addition, the three FPGA memory interfaces are taken into account for the I/O bandwidth ceiling: i) PS DDR4 to PS,
ii) AXI interface between PS and PL, and iii) PL DDR4 to PL. In this study, we consider hardware accelerators whose input
data are initially stored in the PS DDR4 and controlled by the PS. Therefore, the I/O bandwidth ceiling is the smaller value
between the PS DDR4 bandwidth and PS-PL AXI interface [27]. The PS DDR4 bandwidth (BWPS DDR4) is the multiplication
of DDR transfer rate and DDR width [26]. The Zynq Ultrascale+ has 4 AXI ports [28], and the AXI bandwidth (BWAXI )
depends on the clock frequency, transfer data bit-width, and the number of used ports. i.e., the I/O bandwidth ceiling BW is
calculated as follows:

BWPS DDR4 = 2133 MT/sec × 64 bits/transfer
= 17.064 GB/sec

(8)

BWAXI = 250 MHz × 128 bits × 4

= 16 GB/sec
(9)

BW = min(BWPS DDR4, BWAXI)

= 16 GB/sec
(10)

D. Parallelism and pipelining

We designed the 2-D FFT to compute both the row-wise FFT and the column-wise FFT by reading all the input data stored
in PS DDR4 in the beginning and using only on-chip memory during the FFT, as the FFT size per data set (256 × 256 and
64 × 64) fits in the BRAM of the platform1. As a reference, we used the Super Sample data Rate (SSR) 2-D FFT provided
by the Xilinx open-source HLS-based DSP library [29] by optimizing HLS pragmas and configuring the radix-4 FFT. The
original reference features high parallelism and pipelining appropriate to low-latency applications. For example, the reference
includes full loop unrolling using #pragma HLS unroll with #pragma HLS array_partition and task pipelining
through #pragma HLS dataflow to maximize throughput. However, the library should be modified for the ZCU102 board
as the reference design targets Xilinx data center boards, which have larger resources and a different type of on-chip memory.
For instance, as Zynq UltraScale+ ZU9EG does not include Ultra RAM (URAM), the #pragma HLS resource with the
URAM option is removed. Moreover, the floating-point design results in over 100% of DSP block utilization with the FFT
size 256 × 256, so we modified pragmas such as #pragma HLS pipeline.

E. FPGA roofline model for the 2-D FFT

We performed RTL synthesis after C synthesis, which shows more realistic results by including placement and routing. Table
IV shows the RTL synthesis results on the optimized cases. The floating-point designs use more than 4 times of DSP blocks
because a single-precision floating-point multiplication requires 3 DSP blocks per operation. The BRAM utilization is higher
with fixed-point data than with floating-point data because we increased the II using #pragma HLS pipeline for the
floating-point application. The modification makes the number of DSP blocks fit in the given platform. Thus, we recommend
using the maximum fixed-point data available in a DSP block for resource efficiency in the case of an actual space-qualified
MPSoC, which has fewer resources than industrial-grade products.

1At this stage of the work, we focus on the computing performance inside the accelerator. So we consider all data fit in on-chip memory, i.e., I/O bandwidth
to access data stored in off-chip memory does not limit the performance



TABLE IV
RESOURCE UTILIZATION OF THE 2-D FFT RTL SYNTHESIS RESULTS INCLUDING PLACEMENT AND ROUTING

FFT size 64 x 64 256x256

Data type 27-bit FxP FP32 27-bit FxP FP32

DSP blocks
196

(7.8%)
928

(37%)
308

(12%)
1276
(51%)

BRAM
48

(2.6%)
32

(1.8%)
618

(34%)
528

(29%)

LUT
58843
(21%)

109870
(40%)

89508
(33%)

157710
(58%)

FF
82129
(15%)

199467
(36%)

103394
(19%)

262969
(51%)

Frequency 225 MHz 227 MHz 224 MHz 217 MHz

Fig. 5. Roofline model of ZCU102 PL based on DSP blocks. The roofline model consists of the I/O bandwidth ceiling (blue) and the computational ceilings
(red and green) based on the RTL synthesis results of 2-D FFT with the FFT size 256 × 256. The designs present the results of different FFT sizes and data
types.

Fig. 5 illustrates the 2-D FFT roofline model and the accelerator designs, with different data types and FFT sizes, based
on the RTL synthesis results of the input data sets. In this case, the computational intensity of kernel is calculated with
the number of multiplications of the radix-4 2-D FFT algorithm and the input data accessed through the AXI interface. In
addition, the performance of each design is the ratio between the number of multiplications and the total execution latency. For
example, for the fixed-point design with the FFT size 256 × 256, the total latency is 1.5 ms. In addition, the total latency for
single-precision floating-point data is 3 ms. The I/O bandwidth ceiling is achieved using the 4 AXI ports. The computational
ceilings are obtained from the DSP block utilization, the implemented frequency, and the number of required DSP blocks per
multiplication with the given data type. As depicted in the figure, all the designs are under the I/O bandwidth ceiling.

Although the accelerator architectures are highly pipelined and satisfy the algorithm requirements in terms of time, data
accuracy, and image size, the performance of the designs is far from the ceiling. This signifies that the platform is oversized
or that the FFT code does not efficiently use the available resources, e.g., non-operational behaviors in the FFT code consume
significant latency. The used 2-D FFT designs perform matrix transpose between the row-wise FFT and the column-wise FFT
to avoid column-wise memory accesses which can be a computational bottleneck. However, the transpose requires memory
transfers three times [14], which stalls operations and increases the total latency. Therefore, there is some scope to improve
the efficiency of the accelerator architecture by optimizing the memory accesses of the 2-D FFT.

V. CONCLUSION

We present the payload data processing hardware used in the last decade and near-future missions to analyze the on-board
processing trends. Considering the performance of state-of-the-art space-qualified MPSoCs, it is expected to migrate payload
data processing pipelines partially to on-board systems. The survey on key algorithms reflects the needs of payload teams, so it
can be helpful for the space engineering community to prepare high-performance on-board processing for future missions. We



propose combining the roofline model with HLS-based DSE to conduct performance analysis. We finally suggest the roofline
of 2-D FFT on the Xilinx Zynq UltraScale+ ZCU102 evaluation board with HLS synthesis results as a case study. The results
show the 2-D FFT takes less than 5 ms of latency satisfying the given input data requirements, which are 20 times faster than
the assumed time requirement. This significant processing time improvement can be a major factor to consider on-board data
processing in future missions.
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