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Abstract. Affect Recognition has become a relevant research field in
Artificial Intelligence development. Nevertheless, its progress is impeded
by poor methodological conduct in psychology, computer science, and,
consequently, affective computing. We address this issue by providing
a rigorous overview of Emotion Elicitation utilising stimuli datasets in
Affect Recognition studies. We identified relevant trials by exploring five
electronic databases and other sources. Eligible studies were those re-
views identified through the title, abstract and full text, which aimed to
include subjects who underwent Emotion Elicitation in laboratory con-
ditions with passive stimuli presentation for Automatic Affect Recogni-
tion. Two independent reviewers were involved in each step in the process
of identification of eligible studies. The discussion resolved any discrep-
ancies. 16 of 1308 references met the inclusion criteria. The 16 papers
reviewed 271 primary studies, in which 3515 participants were exam-
ined. We found out that datasets containing video, music, and pictures
stimuli are most widely explored, while researchers should focus more on
these incorporating audio excerpts. Five of the most frequently analysed
emotions are: sadness, anger, happiness, fear and joyfulness. The Elici-
tation Effectiveness and techniques towards emotion assessment, are not
reported by the review authors. We also provide conclusions about the
lack of studies concerning Deep Learning methods. All of the included
studies were of Critically low quality. Much of the critical information is
missing in the reviewed papers, and therefore a comprehensive view on
this research area is disturbingly hard to claim.

Keywords: Umbrella Review · Dataset · Stimuli · Emotion Elicitation
· Automatic Affect Recognition · Affective Computing

1 Introduction

For several decades now, combined efforts in the field of Affective Computing
and Artificial Intelligence have been proving to facilitate our day-to-day activi-
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ties. Although Affective Computing aims to enhance our lives with emotionally
intelligent technologies, many promising ideas and designs are still confined in
research laboratories. Since its advent in the 1990s [51], Affective Computing has
been promoting an approach that emphasises three areas of research in Human-
Computer Interaction: Emotion Recognition, emotional data interpretation, and
affective computer or system behaviour.

Affective data can come in different formats and from various levels, rang-
ing from physiological to behavioural. Physiological data encompasses all of the
body biological signals [23,68], while behavioural cues related to changes in one’s
emotional state comprise information conveyed by, e.g., facial expressions [2] and
gestures [30]. To develop a system capable of handling this kind of information,
more so a system equipped with Artificial Intelligence technology, it is funda-
mental to implement it with an emotion classification model [15]. Although such
models can be trained with data harvested from people’s everyday activities, such
as cameras, GPS data, or the recordings of wearable technologies, in this paper,
we focus on Emotion Elicitation performed in the laboratory setting studies be-
cause due to controlled conditions (such as limiting the influence of confounders,
strict protocol), we obtain more accurate results. One of the essential steps in an
experimental protocol for developing Emotion Recognition models is Emotion
Elicitation, employing affect-inducing stimuli presentation. Type of the stimuli
can affect not only participants emotions [14, 75] but also Emotion Recognition
efficiency [74]. The stimuli used in the experiments can either be prepared by the
study author or be selected from one of the several available stimuli datasets.

The contemporary methodology of affective experiments is placed in a diffi-
cult situation. For at least a decade, the field of psychology has been suffering
from a so-called replicability crisis [70], which refers to ongoing difficulties with
the reproduction of scientific studies, rooted in poor methodological conduct
and lack of robustness in scientific method descriptions in papers. Although
the problem stems from social sciences and medicine, other areas – including
Affective Computing – are severely affected by it as well. The persistent need
for well-proven and meticulously verified solutions is reflected in the demand for
Meta-Analyses and Systematic Reviews, which was our motivation for this work.

This paper aims at providing an Umbrella Review of the current state of
Emotion Elicitation with stimuli datasets (comprised of at least two elements)
by analysing recent reviews on the topic. We concentrate on Automatic Affect
Recognition, meaning that the emotional responses are detected and recognised
by an artificial system. We also analyse the methodological discrepancies between
the reviews included in this Umbrella Review.

The rest of the paper is organised as follows. In Section 2, we provide the con-
text for our work by a brief description of Emotion Recognition and Affect Elic-
itation, as well as a brief outline of several currently available emotional stimuli
datasets. Section 3 specifies the characteristics of Systematic Reviews, emphasis-
ing the importance of using reviews to develop consistent research methodologies.
In Section 4, we precisely outline the procedure of how our Umbrella Review was
conducted. In Section 5, we put forward the results of our overview analysis, and
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in Section 6, we discuss them. The paper ends with Section 7, where we provide
general conclusions and suggestions for future works.

2 Affective Experiments Outline

After deciding on a theoretical approach, Emotion Recognition researchers may
proceed to the experiment planning and design phase. Usually, the standard pro-
tocol involves a series of steps, including the experiment itself (stimuli presen-
tation and experimental task), following data pre-processing, feature extraction,
classification or regression, and finally validation (see Figure 1). This paper fo-
cuses on the first (excluding the design phase) step of the Emotion Recognition,
meaning the stimuli set preparation and choice.

Fig. 1. An illustration of an experimental procedure for Emotion Recognition.

For reliable results of recognising emotions through automatic detection and
identification, solid knowledge background in emotion theory is of great impor-
tance [67]. Unfortunately, for more than 150 years of scientific studies on this
topic, researchers still cannot agree on one approach to the subject. However, in
most modern experiments, it is possible to notice a distinctive contrast concern-
ing the theoretical background.

2.1 Emotion Theories

Researchers may adopt one of the numerous theories of emotion for studies
on emotion, developed throughout decades of psychological research. The vast
range of available approaches includes, among others, a so-called discreet and
continuous stance on emotions. In the discreet emotion theories, each of human
emotions (usually including basic, i.e. happiness, sadness, anger, surprise, dis-
gust, and fear) is a category of its own, having features and behaviours that are
specific just for them, and which are triggered by a specific neural circuit in the
brain [17, 47]. As for the continuous approach, emotional states are interpreted
on a scale of level of arousal (from high to low intensity of emotion) and va-
lence (from positive to negative) [54], sometimes with an additional dimension
of dominance (from top to slight degree of feeling of being in control) [45].
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2.2 Emotion Elicitation

To collect data on emotional states, a researcher needs proper tools for evoking
affective responses in the study participant. Emotions can be induced in either
an active or a passive manner [33]. The active approach engages the study partic-
ipant to interact with the experimental setup (e.g., video games [49]) or a passive
manner, where the stimuli are presented in a way that does not require any ac-
tion from the participant. The passive materials include images [12,34,36,40,43],
emotion-evoking videos [13,38,56], sounds [6], and music tracks [63].

Many static picture databases contain photographs of human facial expres-
sions [1, 16, 37, 42]. While selecting a proper dataset for an experimental proce-
dure, one needs to focus on the stimuli quantity and length (in the case of video
and audio databases). These features tend to vary among different databases.
These characteristics need to be controlled to ensure that a specific emotion is
effectively elicited in each subject, regardless of individual variations. In turn,
an effective elicitation enables the generalization of results.

2.3 Emotional Datasets

The study authors are free to identify the stimuli that will best serve the aims of
their experiments. Nonetheless, it is often convenient to use one of the publicly
available affective stimuli datasets. The specific structure of each database may
vary from one to another, but they comprise a collection of stimuli in general.
Usually, those include pictures/photographs, audio tracks, or videos, which are
adequately annotated or labelled concerning their content and specific emotion
designed to induce. For example, the affective annotations are provided in terms
of valence and arousal scores [34, 36] or basic emotion labels [1, 16, 37, 42] (or
distributions of labels [50]), acquired through analysing the ratings performed
by the subjects in initial studies during database development. Although the
databases should be validated and standardised for research purposes to elimi-
nate the possibility of incurring any uncontrolled variables, some do not meet this
requirement. Several of the stimuli sets are listed and briefly described below.

– IAPS (International Affective Picture System) [36] is one of, if not the, most
often used sets of standardised, emotionally evocative pictures. It includes
1192 images of various aspects of human experience, i.e., people, architec-
ture, everyday objects, animals, landscapes, and unpleasant sightings such
as mutilated bodies.

– IADS (International Affective Digitised Sounds) [8] is an IAPS counterpart
for the auditory modality. Its latest version [7] consists of 167 sounds that
one can encounter in their daily life, such as sounds of nature, people talking,
laughing, etc. Each sound has a duration of precisely 6 seconds. Recently,
Yang et al. [71] has proposed a revised and extended version of this set,
called IADS-E.

– ANEW (Affective Norms for English Words) [6] is a collection of 1034 English
words developed for emotion research. Other language adaptations of ANEW
are also present, including, e.g., German [58] or Spanish [53].
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– GAPED (Geneva Affective Picture Database) [12], with 730 pictures, was
created to increase the availability of visual, emotional stimuli. The picture
categories are strictly specified in terms of their negative (spiders, snakes,
scenes of moral and legal norms violation), positive (human and animal
babies, nature sceneries), and neutral (inanimate objects) content.

– NAPS (Nencki Affective Picture System) [43] attempts to provide the largest
(to date) database of visual stimuli, with 1356 high-quality photographs of
5 categories: people, faces, animals, objects, and landscapes, annotated by
mostly European population. Each picture physical properties are also pro-
vided with valence, arousal ratings, and approach-avoidance ratings (lumi-
nance, contrast, entropy).

– OASIS (Open Affective Standardised Image Set) [34] is an open-access online
database of 900 colour images of various themes, described with valence and
arousal normative ratings. The distinctive features of this collection are that
it allows for free research use and has been assembled using online sources,
unlike databases restricted by copyrights, such as IAPS images.

– CAPS (Chinese Affective Picture System) [40] is an answer to the need for
a culturally accurate affective stimuli database, in this case, for the Chinese.

– POFA (Pictures of Facial Affect) [16] is (dating to 1993) presumably one of
the oldest affective datasets. It consists of 110 black and white photographs
of facial expressions of six basic emotions.

– LIRIS-ACCEDE (the Annotated Creative Commons Emotional DatabasE)
[13] is a public database of 9800 video excerpts shared under Creative Com-
mons licenses and annotated along affective dimensions of valence and arousal.

With the above examples being only a few from the variety of existing
databases, researchers have a sound number of Emotion Elicitation tools from
which they can choose. The question of which of these are used most often and
how exactly they are applied to Emotion Recognition studies was one of our
motivations for developing this review.

2.4 Emotion Elicitation Effectiveness

Another factor that motivated us to conduct this research was determining what
emotions are exactly elicited in the studies and the effectiveness of different
elicitation databases. One needs to remember that many features may affect the
process of emotion induction in individuals. The personality [35] is one of them,
and the mood [11] is the other. Due to this, the emotions that participants of
the experiment experience could be different than assumed while designing the
protocol (see the beginning of Section 2).

It is thus necessary to examine the effectiveness of the Emotion Elicitation
process. It can be measured using Detection Theory metrics [21], e.g. accuracy.

Additionally, one must remember that emotional labels can be gathered using
different methods. There is, for example, a standardised tool called SAM (Self-
Assessment Manikin) [5]. Experimenters or other non-related people may also
assure labels. What is more, one can also easily calculate the agreement between
mentioned methods [11].
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3 Reviews

Due to the rapidly increasing number of primary studies, the need to analyse
and synthesise them grew [52].

Particularly in medicine, where clinical decisions should be based on credible
data, this need to develop data identifying and synthesis methods in an unbiased,
rigorous, and transparent approach is present. These are the basis for conducting
Systematic Reviews, distinguishing them from traditional reviews.

The quality of Systematic Reviews depends mainly on the extent to which
the methods are used to minimise the risk of error and bias while conducting
a review [3]. The standards for producing high-quality Systematic Reviews are
supposed to support best practices in publishing scientific studies. They indicate
how to include appropriate sections and information in authors’ manuscripts that
can be understood by the readers or replicated by the researchers. Some orga-
nizations provide them, e.g., Cochrane Collaboration (health care), Campbell
Collaboration (social, behavioural, and educational areas) or EQUATOR Net-
work (Enhancing the Quality and Transparency of Health Research), which is
an international collaboration that promotes quality and consistency in research
publications [18]. These organizations publish their guidelines for conducting
different types of reviews [24] and provide reporting tools [39,46].

In Systematic Review, the fundamental research unit included in the synthe-
sis is a primary study, e.g., cross-sectional, observational, experimental. Due to
the growing popularity of secondary studies and an enormous number of pub-
lished papers, it is impossible to follow their results. Due to this and the need to
collect evidence in reduced timeframes, tertiary studies methodology (Umbrella
Reviews, also known as Meta-review, Overview) was developed. The defining
feature of Umbrella Review is considering a Systematic Review as the first and
often the only study type for inclusion [52,62]. Because the methodology of Sys-
tematic Reviews is not well-grounded in Artificial Intelligence, and there are only
a few papers published as a Systematic Review, we decided to include all types
of reviews in our article to collect as much interesting data as possible.

4 Materials and Methods

4.1 Protocol, Search Strategies, Inclusion Criteria

First, we conducted a pre-search before April 2020 to determine if any interest-
ing papers could be eligible for our study. A protocol has been published [28]
on the Open Science Framework (OSF) platform on 07 June 2020 before the
data extraction stage. Electronic databases (MEDLINE Ovid, EMBASE, Web
of Science, dblp, Cochrane Library), IEEE library, and preprint database arXiv
were initially searched from inception to 09 May 2020 using predefined search
strategies.

We included both free-text terms, such as review, overview, dataset, and
MESH terms. We combined: ‘dataset.ti, ab. or (video* or picture* or photo* or
stimuli or audio or sound*).ti,ab’ and ‘exp emotions/ or (emotion*).ti,ab.’ and
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‘exp Recognition, Psychology/ or (recogni* or classif* or regres* or clusteriz* or
discriminat*).ti,ab.’ and ‘(facial expression* or body movement* or gesture* or
speech or behavio?r* or eye gaze or eye movement* or physiological or ECG or
electrocardiograph* or EDA or electrodermal activity or GSR or galvanic skin re-
sponse or EEG or electroencephalograph* or BVP or blood volume pressure* or
HR or HRV or heart rate* or EMG or electromyograph* or temperature*).ti,ab.’

Search strategies are provided on the OSF [28] in Appendix 1. Language
restrictions were imposed. We restricted to papers written in English and Polish.

Eligible studies were reviews including at least 50% healthy adult (≥ 18
years old) subjects who underwent Emotion Elicitation in laboratory conditions
with passive stimuli presentation for Automatic Affect Recognition. We did not
exclude those reviews that omit the information about age, health and number of
the subjects, and the setting. All the records containing information about post-
conference books were excluded. However, the aforementioned does not apply to
conference publications themselves.

4.2 Screening, Data Extraction, Quality Assessment

Identified references were checked for duplications using Endnote (Clarivate An-
alytics ®). We screened titles and abstracts using Rayyan software [48]. Then,
full texts of included papers were assessed for meeting our eligibility criteria.
Using a pre-specified extraction form, we extracted data from included articles.
Following published protocol with research questions [28], we were particularly
interested in the type of stimuli, their number and length, emotions – how they
were elicitated and measured in primary studies and emotions. We also extracted
information about the standardization, validation, and public availability of the
datasets. We also focused on setting and Emotion Recognition procedures, e.g.,
pre-processing, features, algorithms, and validation process. Besides, we collected
the necessary information about the population and bibliometric data. All the
mentioned stages (identification, screening, eligibility assessment, and extrac-
tion) of conducting Systematic Reviews were done independently (PJ and BG).

Quality assessment was also done independently in pairs (partly by PJ and
BG and partly by PJ and DS). QASR [27] tool was applied for quality assess-
ment. It is based on a well-known method developed for healthcare, i.e., A Crit-
ical Appraisal Tool for Systematic Reviews (AMSTAR 2) [59]. This adapted
instrument contains several generic domains about conducting Systematic Re-
view, e.g., registration of protocol, comprehensive literature searching, repro-
ducible and transparent assessment of included articles, or declaring funding
and conflict of interest.

Pilot exercises preceded each phase (screening, full-text assessment, extrac-
tion, or quality assessment) of the presented Umbrella Review. These exercises
were aimed at improving the common understanding of criteria. We worked sep-
arately on a material sample until achieving a 90% agreement. We resolved any
conflicts through discussion and consensus.
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4.3 Analysis

We analysed bibliographic and other most essential characteristics of included
studies descriptively. We prepared a qualitative summary concerning the number
of primary studies, population, outcomes (Emotion Elicitation in Automatic Af-
fect Recognition), datasets, experimental procedures (Automatic Affect Recog-
nition), and quality of reviews.

Additionally, we planned on conducting a quantitative analysis. However,
due to insufficient reporting and poor quality, we could not conduct a planned
statistical synthesis. The numbers and calculations are based on these reviews
that report on specific factors for all primary studies, except interesting outcomes
– data regarding them we extracted from primary studies.

5 Results

5.1 Study Selection

Primary electronic databases searches yielded a total of 869 references to screen
after duplicates were removed. Of these, 54 full texts were obtained and screened.
Altogether 16 studies [4,9,10,19,22,29,32,44,55,57,60,61,64–66,73] were included
for qualitative synthesis.

Fig. 2. Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) study flow diagram.
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The study flow is presented in Figure 2. Our reporting is consistent with
PRISMA guidelines [39,46]. Lists of included and excluded studies (with reasons)
and full details are available online on the OSF platform [28] in Appendices 2, 3,
and 4, respectively. The spreadsheet forms are also available from authors on
request.

5.2 Characteristics of Included Studies

Table 1 presents the essential characteristics of the included trials. 14 (87.5%)
included studies [4, 9, 10, 19, 22, 32, 44, 55, 57, 60, 61, 64, 66, 73] were published
after 2017. The included reviews were based on 530 primary studies and 271
interesting papers (mean: 83.33 and 16.94, respectively). However, 10 (62.5%)
of considered reviews [4, 9, 10, 29, 44, 57, 60, 61, 65, 66] did not provide explicit
information about the number of analysed papers.

Table 1. Most essential characteristics of the included studies.

Review
ID

Included studies Population QASR [27]6Total1 Analysed2 Total3 Age4 Gender5

[22] 100 39 PI PI NR 5/3
[57] U 6 PI PI NR 7/5
[61] U 25 PI NR NR 7/5
[66] U 22 526 NR PI 6/4
[9] U 4 112 NR PI 8/5
[19] 62 19 702 NR NR 7/4
[73] 40 2 47 NR NR 8/5
[65] U 8 245 NR PI 8/5
[29] U 10 PI NR NR 8/5
[10] U 6 PI NR NR 8/5
[55] 137 45 1634 PI PI 7/4
[64] 60 57 NR NR NR 5/3
[60] U 2 NR NR NR 7/5
[44] U 10 PI NR PI 7/4
[32] 131 4 92 PI PI 7/5
[4] U 12 157 NR NR 8/5
PI – Partial Information (provided only for some primary studies);
U – Unclear; NR – Not Reported.

1 Total number of studies included by a review.
2 Total number of interesting studies in this review.
3 Total number of the subjects.
4 Age of the subjects.
5 Gender of the subjects.
6 QASR results: number of flaws/number of critical flaws.

There were at least 3515 participants altogether in included trials. Sample
sizes ranged from 47 [73] to 1634 [55] subjects. 6 (37.5%) articles [10,22,29,44,57,
61] report on the number of participants only in part of the primary studies, and
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2 (12.5%) publications [60,64] did not contain such information at all. Similarly,
12 (75%) included papers [4, 9, 10, 19, 29, 44, 60, 61, 64–66, 73] did not report on
the age of subjects, and 11 (68.75%) trials [4, 10, 19, 22, 29, 57, 60, 61, 64, 73] on
sex or gender. The rest provided only partial information.

Synthetic results regarding datasets are presented in Table 2. Studies utilising
video (adverts, movies excerpts), music (different genres), and audio (sounds of
nature, people talking, laughing) datasets were reported in 15 (93.5%) [4,9,10,19,
22, 29, 32, 44, 55, 57, 61, 64–66, 73], 12 (75%) [4, 10, 19, 22, 29, 32, 44, 55, 61, 64–66],
and 7 (43.75%) [4, 19, 22, 32, 55, 61, 64] included reviews. Publications focused
on papers using datasets containing only facial expressions were provided by
3 (18.75%) works [32,55,64], while 12 (75%) reviews [4,9,10,19,29,32,44,55,57,
60, 61, 64] attached information about datasets which comprise various pictures
(architecture, landscapes, and unpleasant sightings such as mutilated bodies).

Table 2. Emotion Elicitation Datasets.

Type of Stimuli Mean (Range)
No. of datasets used in primary studies
Total 17.38 (2-65)

Video 6.13 (0-34)
Music 3.07 (0-21)
Audio2 1.07 (0-8)
Face 0.33 (0-4)
Picture 3.20 (0-18)
Other 0.31 (0-2)

Length1 of stimuli used in primary studies [seconds]
Total 129.03 (2-600)

Video 63.75 (15-393)
Music 157.08 (2-600)
Audio2 19.00 (6-30)

1 Calculated only for primary studies with length provided.
2 Sounds other than music.

Moreover, 4 (25%) studies [29, 44, 55, 65] analysed references incorporating
other types of datasets, i.e., multimodal, 3D photorealistic models, and emotional
narratives (text). The reviews did not explain what multimodal in this context
means. 2 (12.5%) studies [22,64] employed own incoherent classification. To name
it, authors did not differentiate photo and face or music, audio and video dataset.
We, therefore, cannot assign their primary references accordingly and excluded
them from the analysis.

It should be noted that the length of stimuli was based on only 2 (12.5%)
reviews for video [9,57] and music [55,66] datasets (containing 5 and 25 primary
studies respectively), and 1 (6.25%) in terms of audio [55] (4 primary articles).
8 (50%) interesting trials [19,22,29,32,44,60,61,64] did not contain information
about the number of stimuli in datasets, while 7 (43.75%) [4, 9, 10, 55, 57, 65, 66]
described it only for some of the included studies.
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Finally, 1 (6.25%) work [73] analysed such data in full (2 primary studies).
According to it, the number of elements in datasets varied from 15 to 40.

Fig. 3. Reviews with primary studies utilising publicly available datasets, log. scale.

Additionally, we checked which publicly available datasets were reported in
the reviews (Figure 3). There were 10 datasets utilised in Emotion Elicitation
for Automatic Affect Recognition. However, 6 of them were mentioned only
by exactly 1 (6.25%) review [55]. Validation of datasets was partly checked by
authors of 2 (12.5%) reviews [55,57], while only 1 (6.25%) study [4] partly focused
on the availability of standardised instructions.

Regarding the outcomes, we focused on emotions elicited with stimuli datasets.
There were 132 different states reported in the reviews. We found out that some
of them overlap themselves, and that is why we merged them into the same
categories, e.g. relaxed, relax, relaxation and relaxing fell into the same group.
After this processing, we got 101 separate affective states.

The most common discrete emotions evoked in the studies included in 16
analysed reviews are presented in Figure 4. On the other hand, some researchers
focused on dimensional emotions. 78.23% of included papers concerned discrete
states, while only 9.59% was connected with dimensional ones; the rest did not
report the nature of elicited emotions.

We also wanted to establish the most popular tools used for emotion as-
sessment. However, the reviews provided information only about 4 out of 271
studies, two of them used SAM [5], and the other 2 utilised the questionnaire,
but the name was not provided.

Only Sarma and Barma [55] provided information about the protocol of emo-
tion elicitation with the indication of SAM assessment. On the other hand, they
derived only 57.78% of included studies. All of them asked participants about
emotions after each stimulus.
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Fig. 4. Discrete emotional states evoked among included primary studies.

Table 3. Additional Information – Automatic Affect Recognition.

N (%) N (%)
Modalities Features
No. Extraction

Single 8 (50) Reported 10 (63.5)
Multiple 8 (50) PR2 2 (12.5)

Type Not Reported 4 (25)
Physiological 12 (75)
Both1 4 (25)

AI methods Validation
Neural Networks Methods

Reported 9 (56.25) Reported 1 (6.25)
Not Reported 4 (25) PR2 3 (18.75)
Not Applicable 3 (18.75) Not Reported 12 (75)

Deep Learning Metrics
Reported 4 (25) Reported 6 (37.5)
Not Reported 9 (56) PR2 5 (31.25)
Not Applicable 3 (19) Not Reported 5 (31.25)

1 Both – Physiological and Behavioral.
2 PR – Partially Reported – provided only for some primary studies.

The remaining results concerning the Automatic Affect Recognition proce-
dure are presented in Table 3. All the reviews focused only on physiological or
behavioural modalities (or both). The setting was partly provided by 5 (31.25%)
trails [32,44,55,57,61]. 13 (81.25%) of included studies [4,9,10,19,22,29,32,44,
57,60,61,65,66] analysed multiple recognition methods.
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5.3 Quality of Included Studies

Following the pre-specified method for overall quality assessment [27], we summed
up the number of Flaws in crucial and non-crucial domains (Figure 5). Ac-
cording to this tool, the quality of all (100%) included papers was assessed as
Critically Low. Regarding the accumulated number of critical flaws, 10 (62.5%)
works [4,9,10,29,32,57,60,61,65,73] contained 5, 4 (25%) articles [19,44,55,66]
– 4, and 2 (12.5%) reviews [22,64] – 3.

The QASR items that most of the included references failed to meet were
the following: 3 (independent screening), 4 (extraction process), 5 (justification
for excluded studies), 6 (assessment of the Risk of Bias in individual studies),
7 (incorporating Risk of Bias when interpreting results).

The 8th criterion (financial issues) was the only one that was met by al-
most all reviews. All (100%) analysed studies reported on funding, and 15
(93.75%) [4,9,10,19,22,29,32,44,55,60,61,64–66,73] provided exact information
about funding type.

Fig. 5. Percentage of reviews with a given number of critical flaws; * means crucial
items.

6 Discussion

6.1 Summary, Quality and Potential Biases in Results

Our overview aimed at analysing Emotion Elicitation with Stimuli Datasets in
Automatic Affect Recognition. 16 reviews were included for a thorough qualita-
tive analysis. Using VOSviewer [69] (tool enabling visualisation and frequency
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assessment of words in examined records), we visualised the most common words
among the early 822 (see Figure 6) and final 16 (see Figure 7) references. The
use of VOSviewer confirmed that the included works belong to the area we were
interested in this review.

We found that authors most willingly analyse video, picture, and music
datasets (see Table 2). However, the last type was overestimated (modal: 1),
as 1 included work [66] focused on musical stimulation of the subjects. Its au-
thors described 21 sets, while others provided less than 7 in their overview.
Described video and music datasets contained excerpts of various lengths. It did
not apply to audio stimuli, which were shorter than 30 seconds. Included reviews
mentioned 10 publicly available datasets (see Figure 3) utilised by primary stud-
ies. The number of elements within a particular set of stimuli varied from 15 to
40. It should be noted, though, that this range was based on one review [73].
Additionally, we reveal that only 4 (25%) reviews [10, 19, 57, 61] analyse Deep
Learning methods, while 12 (75%) [4, 9, 22, 29, 32, 44, 55, 60, 64–66, 73] did not
report on validation methods used in primary studies (see Table 3). Similarly,
only 4 (25%) of the reviews [10,44,57,73] included works focused on behaviour.

Regarding the outcomes, the authors focus on positive, negative and neutral
emotions. In one-seventh of primary studies, the information about the types
of evoked emotions was not provided. There were over 100 different names and
variants of emotions. Two types of approaches to emotion elicitation (discrete and
dimensional) were identified. Researchers more often choose the first approach.
The four most explored discrete states correspond to Ekman’s model [16], i.e.
sadness, anger, happiness and fear. Disgust and surprise are also present but
investigated slightly more seldom. Interestingly, researchers seem to distinguish
more emotional granularity when it comes to positive states than Ekman, i.e.
pleasantness, and joyfulness next to happiness.

Due to the authors skip information about elicitation effectiveness, assess-
ment tools and protocol, and therefore unambiguous conclusions regarding them
cannot be made.

Additionally, all of the interesting studies comprised a vast amount of other
shortcomings. For example, 10 (62.5%) reviews [4, 9, 10, 29, 44, 57, 60, 61, 65, 66]
did not provide the number of included primary studies (see Table 1). Similar
applies to characteristics of the examined population, outcomes, and Automatic
Affect Recognition process.

What is more, there were several methodological issues connected with the
reviews. 4 out of 9 domains were violated by all (100%) studies. According to
the QASR tool [27], the overall quality is Critically Low for all the reviews.

We, therefore, reckon that our findings should be interpreted with great care.
The results say more about the issues concerning the current state of the art
reviews than the relationships within Automatic Affect Recognition.

6.2 Suggestions

As for outcomes, we suggest that researchers should specify unequivocal emotion
nomenclature. We encourage scientists to explore dimensional emotions often as
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Fig. 6. Most common words among early 882 studies.

Fig. 7. Most common words among final 16 studies.
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they provide an alternative insight into the nature of affective states. What is
essential, the authors of the reviews and primary studies ought to conduct and
report on Emotion Elicitation effectiveness measurements. The same applies to
assessment tools and protocol of the Emotion Elicitation experiments.

Regarding the datasets, we encourage authors to focus more on works util-
ising facial expressions and audio datasets. More effort should be put on other
modalities, e.g., 3D models or emotional narratives. Authors ought to also ex-
plore the stimuli generated using Artificial Intelligence methods such as GANs
(Generative Adversarial Networks [20]). They may be used when generating
stimuli, e.g. pictures, videos, audio, and video games [26] or even signals, e.g.
physiological if the data is missing [41]. Additionally, we also believe that re-
searchers should pay attention to sound stimuli length as using more extended
excerpts seems an unaddressed issue. We also encourage the reviewers and au-
thors of primary studies to include works containing various publicly available
datasets, e.g., [12, 13,36,63].

What is more, authors should not confuse stimuli datasets with databases
containing physiological signals, e.g., in [55]. Of course, such sets are reused in
recognition processes but serve as a benchmark, not a tool for inducing affect. It
can be confusing and misleading for scientists who want to utilise specific stimuli
in their Emotion Elicitation experiments. Additionally, authors of the reviews
should more carefully report on the names of publicly available datasets. For
example, Film Clip provided in [55] needs to be referred to as Standard Chinese
Emotional Film Clips Database (SCEFC) [38].

We are aware that authors provide much information about particular sets
within the background section, e.g., [55]. They list them but do not refer to the
included studies. Since some of these datasets are not used in Automatic Affect
Recognition but are incorporated in psychological experiments, it is uninforma-
tive from Affective Computing perspective and may lead to biases. As Affective
Computing is embedded on the border of Psychology and Computer Science, au-
thors should also provide information about the population [51], i.e., sex and age.
Only then correct conclusions about the applicability of experiments in this area
to everyday life could be drawn. Authors need to remember also that Emotion
Recognition may refer to human ability. Thus, we sincerely encourage authors to
use the name Automatic Affect/Emotion Recognition (at least in abstract and
title) to eliminate unwanted misunderstandings.

Next, we believe that reviews should focus more on the current state of the art
methods deriving from Deep Learning. This technique allows feature selection
to be more flexible, less time-consuming and enhances the models performance
than traditional models [31,72]. It is also highly significant to provide information
about validation methods and compare the results accordingly [24]. The same
applies to posthoc analyses.

Due to the low quality and completeness of the findings mentioned above, we
suggest conducting new Systematic Reviews in the area of Emotion Elicitation
(and Automatic Affect Recognition in general). The authors should thoroughly
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report the utilised methodology with compliance to PRISMA guidelines [39,46],
publish the protocol, and provide synthetic results.

We encourage the authors to provide all the mentioned information as it helps
determine whether the issue is addressed in primary studies or whether there
is an unaddressed gap in current research. Such a methodological approach can
lead to a reduction in resource and time-wasting [24]. Due to the growing num-
ber of works in Affective Computing, we reckon that upcoming reviews should
focus on particular modalities, i.e., physiological and behavioural, or even better
divided into individual signals, e.g., facial expressions, electroencephalography,
cardiovascular. The last one is especially relevant due to the growing popularity
of wearable devices able to measure such signals.

Following Cochrane guidelines for Systematic Reviews [24,25], in this Section,
we also wanted to address differences and similarities with Umbrella Reviews on
the congruent subject. Using Endnote (Claritive Analytics ®), we have chosen
277 studies from 822 selected first. We obtained them by applying search in title
and abstracts with keywords specific for Umbrella Reviews, e.g., Overview, Meta-
review. However, none of the studies selected this way was connected with Af-
fect Elicitation, Emotion Recognition, Affective Computing, Human-Computer
Interaction, Artificial Intelligence, or Computer Science.

6.3 Limitations and Strengths

To the best of our knowledge, we are one of the first authors to provide Um-
brella Review in the field of Emotion Elicitation (if not in the whole Affective
Computing). This study strengths include the publication of protocol and in-
corporating solid methodological background for all we present here. It enabled
us to synthesise the results in a comprehensive, unbiased, rigorous, and trans-
parent way [52]. Despite the page limit, we share all the information gathered
in the process of preparing this research via OSF [28], which is a platform for
sharing research data with permanent DOI and funding secured for years from
now. We also proposed a method for quality assessment (QASR [27]) – it can be
incorporated as a checklist for other researchers or reviewers.

On the other hand, the proposed tool is not validated and standardised.
Our assessment should thus be regarded as preliminary. However, the tool is an
interpretation of AMSTAR 2 [59], which is respected and widely used among
reviewers. We also did not search grey literature, and we omit the references
to the whole post-conference books. Next, we imposed language limitations on
the included publications. However, based on this criterion, we excluded only
one paper. Finally, we did not check on the overlapping of interesting works.
Nonetheless, following Cochrane guidelines [24], when one wants to present and
describe the current body of Systematic Review evidence on a topic, it may be
appropriate to include the results of all relevant Systematic Reviews, regardless
of topic overlap.
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7 Conclusions and Future Work

This overview aimed at gathering knowledge about the Emotion Elicitation with
Stimuli Datasets in Automatic Affect Recognition experiments.

We found out that authors prefer discrete over-dimensional emotions. How-
ever, the nomenclature of affective states is still undeveloped. Review authors do
not report on techniques that enable researchers assessment of emotional state.
Its effectiveness is also neglected.

Datasets containing video, music, and pictures are most widely explored,
while researchers should focus more on these incorporating audio excerpts. We
also reveal that authors need to put more effort into analysing Deep Learning
methods and incorporating more modalities, e.g. cardiovascular signals, into the
process of classification of emotion.

However, considering the Critically low quality of studies included in the
review, we believe that there is still a place for a comprehensive Systematic
Review in discussed area. We suggest that authors follow the strict methodology
and use a common language to avoid resource and time-wasting.

We are now working on providing a thorough analysis, including all these
remarks. Next, we want to explore active Emotion Elicitation in Affective Com-
puting and focus more on non-laboratory emotion examination. Additionally, we
want to validate and standardise the QASR [27] tool utilised in this review.
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