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Interaction Initiation with a Museum Guide
Robot — From the Lab into the Field

Laura-Dora Daczo, Lucie Kalova, Kresta Louise F. Bonita, Marc Domenech
Lopez and Matthias Rehm

Department of Architecture, Design, and Media Technology
Aalborg University, 9000 Aalborg, Denmark

Abstract. The use of social robots is making its way into public spaces
such as schools and museums. In this paper we investigate initiation of
interaction between a museum guide robot and visitors. First, we con-
ducted a lab experiment, based on a previous Japanese study, which
confirmed that participants prefer the robot with appropriate greeting
behavior to the robot without. Thus, we concluded that the results ob-
tained in the original study can be applied in the Danish cultural context.
Based on these finding, we conducted a field study in a Danish museum
to evaluate whether the same principles apply in the wild and to inves-
tigate spatial behavior between robot and visitors in real world settings.

Keywords: Human robot interaction · field study · cross cultural com-
parison

1 Introduction

Social robots are envisioned to provide services in public spaces such as schools
and museums, which means that people will be interacting with robots more
often. This has brought researchers to study the different aspects of the robot’s
behaviour and to find out how humans react to it. For instance, Shiomi et al.
[14] studied the interaction between a humanoid robot and visitors in a science
museum, and Yousuf et al. [20] studied the best way to start interaction through
greeting with a humanoid robot.

In all these studies, mobile robots provide services like education, informa-
tion, entertainment and assistance to people [11]. However, most studies were
not conducted in the wild, even though studying social robots in the real world
plays an important role in improving their acceptance. We decided to replicate
the study by Yousuf et al. [20], to find out if their findings also apply to the
Danish culture. We then verified this in the context of a museum through a field
study.

2 Related Work

Human-Robot Interaction Within the field of HRI, multiple studies focus on how
humans approach robots [1, 3], and how robots should behave after the initiation
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phases of the interaction [15, 19]. However, we found only two studies focusing
on how a robot should initiate interaction through greetings. Heenan et al. [5]
implemented some of Kendon’s [7] greeting behaviours from human human in-
teraction into a 58 cm tall humanoid robot. Based on informal observations of
how people reacted to their prototype they found the robot’s greeting capability
effective, however there’s is no indication about how they measured effectiveness.
Yousuf et al. [20] used a 108 cm tall, humanoid robot with hands and wheels,
to study how robots that perform greeting impact people’s perception. They
compared the robot that greeted people before providing information, with one
that did not. The sighting phase consisted of participants looking at the robot.
During the distance salutation, the robot positioned itself to form a transac-
tional segment, while in the approach phase the robot decreased the original
distance from the participants to a distance of 1 to 1.3 m. Finally, the close salu-
tation consisted of a verbal greeting, ”Welcome”, without additional gestures.
The experimental area was 3.5 m2, so the starting distance was within the social
distance. The robots were assessed through a questionnaire that used Likert-
scale on greeting capability and general impression, participants preferring the
robot that performed the interaction initiating behaviors.

Interaction with museum guide robots Other studies focus on exploring how hu-
manoid robots can serve as guides [20, 15, 19, 21, 8]. Shiomi et al. [15] studied a
guide robot that served as an advertiser in a shopping mall, while the other stud-
ies investigated the interaction in the context of museums. Apart from Yousuf
et al. focusing on greetings, the other studies investigated the coordination of
verbal and non-verbal interactions as well as spatial formations. Two of these
studies modelled the interaction based on observations and video analysis of hu-
man guides [19, 21]. From their ethnographic studies, they found that humans
automatically form F-formations, and if a visitor’s facial or body orientation
was not facing the guide or the exhibit, the human guide stopped and restarted
sentences in order to re-capture the visitor’s attention. Further, they also found
that guides frequently turned their heads to look at both the visitors and the
exhibit while explaining, and pointed towards the exhibit that was being ex-
plained. These non-verbal cues were most often performed at sentence endings.
If these patterns were adopted by robots, participants found them more favorable
compared to cases were they were missing.

In the wild Except for Yamazaki et al. [19] and Shiomi et al. [15], all experiments
mentioned here were conducted in labs. Considering the lack of studies in which
museum guide robots were tested in the wild, we explored challenges that can
appear in real world settings when interacting with a robot. In in-the-wild stud-
ies, people use systems without being explicitly instructed about tasks, so the
ecological validity is higher than in case of lab studies. This on the other hand
leads to the researchers not being able to control the outcome [9, 16]. According
to Marshall et al. [9], these studies are most beneficial early in the development
process to gain insights into design challenges. However, Siek et al. [16] mentions
that the used prototypes should be at a level where they are robust enough to be
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used in situ. Not being highly familiar with the environment and the participants
can often lead to unexpected situations that are very specific to the study and
that the researchers cannot prepare for based on other studies and literature.
This can lead to situations in which actions are taken based on the environment
and not on the needs of the researchers [4]. This can eventually lead to further
findings about aspects that need to be improved to achieve a prototype that is
robust enough to function in the wild [17, 2]. While doing experiments in the
wild Williamson and Williamson and Mueller et al. [18, 10] found that it can
take a long time to find people who are willing to interact with their artifacts
placed at public places, as, unlike lab experiments, these sessions are not sched-
uled. Therefore, it is important to plan ahead when conducting these studies,
keeping in mind when there would be people willing to interact with a given ar-
tifact [16]. Furthermore, permission to conduct or, on occasion, document these
studies should also be obtained [9]. While not everything can be planned, the
prototype should be usable and the researchers should be prepared to encounter
unexpected situations.

3 Lab Experiment

This experiment was a replication of the study by Yousuf et al. [20], conducted
a) to verify their results; b) to explore if there are any culture-related effects;
and c.) to explore whether using a different robot (we use a Pepper robot from
SoftBank Robotics) influences the results. The experiment was conducted in a
lab, where we marked an area of 3.5 m2, within which the participants had to
stay, just as in the original experiment. We placed a drawing at eye level in one
corner of the area, while the robots starting position was in the opposite corner.

16 Danish two person groups participated (8 female, 24 male), both grad-
uate and undergraduate students recruited at Aalborg University Create cam-
pus. One of the participants had previous experience with humanoid robots.
The experiment was counterbalanced and consisted of two separate conditions,
condition A (experimental condition) and condition B (control condition), with
within-subject and post-test only design. Participants filled out a set of two ques-
tionnaires. The original questionnaire consisted of three questions on a 7-point
Likert scale: (1) Do you think the robot was able to greet you properly?; (2) Do
you think that the robot attended to you adequately?; (3) What is your overall
evaluation of the robot? Additionally, participants filled out a Godspeed Ques-
tionnaire Series (GQS) for additional data, after each condition. The experiment
took approximately 8-10 min to complete including filling in the questionnaires.

In the experimental condition (A), the guide robot approached the person
looking at it and said: Welcome, may I explain the exhibit to you?. If the par-
ticipant replied Yes, the robot moved towards the exhibit and started the ex-
planation. In the case that neither of the participants was looking at the robot
in the beginning of the experiment and they were both looking at the exhibit
instead, or anywhere else in the room, the guide robot approached closer, even-
tually moving into the participants field of view to get their attention. With at
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least one of the participants gazing at the robot, the experiment continued in
the same way as in the case mentioned before. In the control condition (B) the
robot moved directly to the painting and started the explanation immediately
without any greeting.

3.1 Results

Original questionnaire In a Wilcoxon signed ranked test, we discovered that the
participants found the robot’s greeting capability significantly higher in condi-
tion A (Mdn=5) compared to condition B (Mdn=2.5) T = 16.5, p < 0.01, r =
−0.55. In question 2, the Wilcoxon signed ranked test revealed that the par-
ticipants found robots attendance in condition A (Mdn=5) significantly more
adequate compared to the condition B (Mdn=4),T = 18, p < 0.01, r = −0.45.
Finally, the participants evaluated the robot significantly higher in condition A
(Mdn=5) compared to condition B (Mdn=4),T = 24, p = 0.01, r = −0.45.

Godspeed questionnaire On average, the participants rated the robot in condition
A higher in all of the categories. Each of these categories were then individually
compared using a Wilcoxon signed rank test. The results revealed that the an-
thropomorphism of the robot in condition A (Mdn=3) was significantly higher,
than the anthropomorphism of the robot in condition B (Mdn=3)T = 268, p <
0.01, r = −0.69. The animacy lead to similar results, condition A (Mdn=3) being
significantly more animous than than B (Mdn=3) T = 1953, p < 0.01, r = −0.81.
We also found that the likeability (Mdn=4) in condition A was significantly
higher than of condition B (Mdn=4), T = 739, p < 0.01, r = −0.52. The per-
ceived intelligence (Mdn=4) was also significantly higher than in condition B
(Mdn=3), T=2654, p < 0.01, r = −0.45. Finally, there was no significant differ-
ence in perceived safety (Mdn=3, Mdn=3), p = 0.23, r = −0.15.

3.2 Discussion

In the original study, participants rated the robot significantly higher in all three
questions in condition A. We obtained the same results, which also seem to be
supported by the answers to the GQS, where we got significantly higher results
in four out of the five categories. Looking at the categories of the GQS individ-
ually, we can see that the Likeability results are aligned with the findings from
the follow-up comments. Further, people attributed higher intelligence to the
robot that was greeting and asking for permission to explain the exhibit, despite
the fact that in both conditions the robot was exhibiting a pre-programmed
behaviour and was unable to interact freely with the participants.

Based on these findings we can conclude that starting the interaction by
greeting is appreciated in Denmark. Having similar results to original study it is
difficult to conclude how the differences in the robots influenced greetings. Over-
all, achieving significant preference for the experimental condition in both our
and the original study suggests that these results are strong enough to conduct
an experiment in the wild with a robot that starts interacting with people by
greeting them.
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Fig. 1. The setup for the field study inside the museum.

4 Field Study

Following the success of the lab study, we decided to test the robot in a real
museum. The purpose of the study was to evaluate the performance of our robot
as a guide and to see how visitors in the context of a real museum interact with it.
For data collection, we used the qualitative method of video analysis to observe
the interaction, and interview to gather user responses from participants.

The second experiment was conducted at a local museum, the Utzon Center
in Aalborg, Denmark. In the museum, we occupied an area where a wooden
model of the Romsdal museum was used as the main exhibit for this field study
experiment (see Fig. 1). We set up three video cameras at different angles to
document the whole experiment.

Seeing that Williamson and Williamson [18] and Mueller et al.[10] warned
about how difficult it can be to find participants in public places, we wanted to
make sure we could recruit enough people willing to participate in the experi-
ment. Thus, we chose the weekend day after a new exhibit was opened, when
the Utzon Center usually has the most visitors. There was a total of 26 partici-
pants, 15 female and 11 male. Three people participated alone, while there were
eight groups of two, one group of three and one group of four participants in the
experiment. Two of the participants had previous experience with robots in the
form of robot vacuum cleaners. All participants were Western European, two of
them native English speakers from the UK and 24 Danish with various levels of
knowledge of the English language.

Three researchers were present during each test i.e. one facilitator and two
technicians. The facilitator lead and explained each test while the two techni-
cians operated the robot manually to avoid any unpredictable problems that
might arise when using the fully automatic behaviour. Each test started with
the facilitator verbally explaining the procedure and showing the participants
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Fig. 2. Left: L-shaped F-formation; Center: Horseshoe arrangement; Right: Horseshoe
arrangement with Pepper.

Fig. 3. Left: Circular F-formation with Pepper; Center: Participants leaning in to hear
the robot better; Right: Participants smiling when interacting with the robot.

to the designated experiment area. Then, the robot would approach the group,
greet them and ask if it could explain the Romsdal Folk model. Shortly after,
the robot would ask participants to follow it towards the model to explain the
specific exhibit. The entire test took 2 to 5 minutes to complete for each group,
followed by a 3 minutes follow-up group interview.

4.1 Findings

Observation The videos were analyzed using Interaction Analysis, following a
subset of the categories defined by [6]. These were turn-taking, spatial organiza-
tion and trouble and repair. In the turn-taking theme, we observed 12 instances
of groups of participants waiting with speaking or walking after robot has done
so first. We also noticed that 5 participants were replying to the robot even when
it was not needed for the interaction and were polite, saying things like ”Yes,
please” even though politeness does not matter when interacting with a robot.

With spatial organization we focused on the F-formation, looking into which
one participants tend to use and when. We uncovered that every time a par-
ticipant was interacting with Pepper alone they were in a vis-a-vis F-formation
in the beginning, usually after they greeted each other and before Pepper lead
them to the exhibit. After that, they regrouped into an L-shaped F-formation
when the robot was explaining the exhibit (Fig. 2 left). In groups with several
participants (2 to 4) there was more diversity in where people stood during the
experiment. Most popular was the side-by-side F-formation, where 4 groups of
2 people chose to stand next to each other, opposite to Pepper, both in the
greeting and the explanation phase. Furthermore, we observed 4 horseshoe ar-
rangement cases, 2 of which consisted of people in this formation facing Pepper
(Fig. 2 center) and 2 groups that included Pepper in this arrangement (Fig. 2
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right). In two cases groups of 2 people formed a circular F-formation together
with Pepper, once during the explanation phase and once during greeting (Fig.
3 left).

Analysing the videos through the trouble and repair theme brought to our
attention that when the robot suddenly stopped moving during 3 trials, the
participants became uncomfortable and confused and waited for the robot to
start moving again. We also confirmed that the background noise, which was
present during the testing, was intrusive and made it harder for the participants
to hear and understand the robot, as two participants leaned in when it was
talking to hear better (Fig. 3 center) and two people mentioned it was difficult
to understand the robot. In general, we observed that participants in 5 groups
were smiling and in 4 laughing when interacting with the robot, especially when
they were in a group (Fig. 3 right).

Follow-up Interviews We analysed the follow-up interviews by six topics.

Main impressions of the experience Participants main impressions from the ex-
periment were mostly positive, 6 people thinking it was fun, 2 that it was fine,
1 saying that it was a special experience and 1 calling it a positive experience.
On the other hand, it was also apparent that none of the participants have ever
interacted with a humanoid robot before, as 4 of them mentioned it was strange,
4 said it was a new experience and 2 participants felt it was surreal.

Participants feelings and preoccupations during the experiment During the ex-
periment, 6 participants felt confused, because they were not sure what they
should say or where the robot would lead them. Nevertheless, 4 participants felt
curious and 1 was fascinated by the robot’s movement and gestures.

Participants overall impressions of the robot The participants described the
robot with positive attributes. 3 of them regarded it polite, 2 found it friendly
and 2 others found it useful. There were 2 participants who described the robot
as cute.

The robots voice However, most participants had problems with the robots voice,
10 of them mentioning that it was difficult to understand what it was saying, 3
participants explaining that the problem was the loud background voice coming
from the neighbouring exhibit. Furthermore, 3 people thought the robot had a
monotonous voice, while 3 others said it was mechanical and 2 regarded its voice
high-pitched.

Further problems Other problems people had with robot were its speed, 4 par-
ticipants saying that it moved too slowly, while 2 complained about the lack of
open interaction and 1 about the lack of eye contact.
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4.2 Discussion

We observed that people anthropomorphized the robot by treating it as they
would be treating a human guide, being polite and answering its greetings. Dur-
ing the interviews they also referred to it with terms that are commonly used to
describe people. On the other hand, they were fully aware that it was impossible
to have the same kind of interaction with the robot as they have with each other
e.g. impossible to have an open conversation. These findings are aligned with
Reeves’ media equation [12] and have also been confirmed by other studies [13].

Conducting the study in the wild resulted in the benefit of uncovering envi-
ronmental influences on the efficiency of the robot. During the lab test people
understood what the robot explained but in the museum the presence of another
synthetic voice made it difficult to follow what the robot was saying. While peo-
ple were able to understand each other, the similarity of the robot’s voice to
the sound coming from other exhibits made it difficult to understand. Besides
human voices being easier to understand, people also mentioned preferring a
human voice. However, even though this would be both preferred and easier to
understand it would not only break the design by not conforming to expectations
but also limit the verbal interaction to predefined speech. Additionally, changes
in pitch, intonation and timbre could be made.

In terms of formations, there was no overall preference for a specific type of
F-formation. As Kendon found in human interactions, the formations created
with the robot were also dependent on the number of participants and the inter-
action phase. This suggests that during HRI both the number of participants and
the specifics of the interaction should be considered before aiming to establish a
formation. Due to the fact that participants sometimes excluded the exhibited
model from their formations, focusing only on the robot, the robot should ac-
tively aim to draw attention to the exhibit. Yamazaki et al. [19], observed that
gesturing towards the exhibit was often used during explanations. In our study
we observed that this and the exhibit made the participants look at it, therefore
these behaviours should be employed more frequently.

In general it can be noticed that the aspects that participants complained
about were different from how humans interact with each other e.g. lack of pos-
sibility for free interaction or synthetic voices. These aspects should be improved
to achieve an interaction that is more natural for the participants.

5 Conclusion

In this paper we have proposed a museum guide robot able to initiate interaction
with museum visitors, using human human interaction as reference. We have
conducted an experiment based on Yousuf et al.’s paper [20] and confirmed that
their findings are correct and also apply to Denmark. Seeing that there was a lack
of studies investigating HRI in the wild, our second step was to conduct a field
study in a real museum setting. We can conclude that greetings are a good way
of initiating interaction between a museum visitor and a museum guide robot in
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Denmark. Additionally, our observations suggested that aspects of interaction
that were different from human human interaction, such as the speed of the robot
and its voice, were not appreciated. Therefore, these aspects should be further
investigated. Another area that could be investigated in the future is whether
these findings apply in other contexts, such as a library or a shopping mall.

References
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