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Abstract. Three-dimensional virtual environments (VEs), such as those used in 

video games and virtual reality experiences, pose new challenges to the study of 

user’s behavior. This paper proposes a system based on the combination of two 

heatmaps for the analysis of user’s movement in the VE and of the areas looked 

at by him/her. It also describes a pilot study aimed at assessing the efficacy of the 

system. Results of the study indicate that the system can effectively support ana-

lysts in identifying user’s look-at behaviors as well as navigation strategies, pat-

terns, and coverage of specific areas during movement.    

Keywords: virtual environment, information visualization, heatmap, user behav-

ior, visual analytics. 

1 Introduction 

Three-dimensional virtual environments (VEs), such as those used in video games and 

virtual reality experiences, pose new challenges to the study of user’s behavior. Recent 

years saw a growth in interest in tools that support the analysis of user behavior in VEs 

by visualizing data collected during usage [1, 7, 9-11, 13-16, 19, 20, 22-24, 26, 27]. For 

example, visualizations can highlight the most frequented areas of the VE and the paths 

followed by users, helping analysts understand users’ navigation behavior and how dif-

ferent design choices can affect it. In the literature, research on tools for the analysis of 

user’s behavior in VEs has typically focused on two-dimensional representations such 

as maps [1-3, 7, 11-13, 15, 19, 20, 25-27], while solutions that visualize behavioral data 

directly in the three-dimensional VE are still rare, motivating further research.  

This paper focuses on an innovative combination of existing ideas to propose a sys-

tem that, given a VE that represents an indoor, real or imaginary, environment (indoor 

VE), provides a visualization of user’s movement together with a visualization of how 

much different parts of the VE have been looked at by the user. We also evaluate the 

effectiveness of the proposed system by conducting a pilot study with a group of experts 

in the field of virtual reality and games.  

The paper is organized as follows: we first discuss the related work in Section 2, 

then Section 3 illustrates the proposed system, while Section 4 presents the pilot study 

and its results. Finally, Section 5 discusses results and outlines future work.   

https://orcid.org/0000-0002-1310-1826
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2 Related work 

In the literature, tools for visual analysis of user’s movement typically employ two al-

ternative types of techniques. The first type visualizes the path followed by each user 

on a 2D map of the VE [2, 3, 7, 13, 15, 19, 20, 27] to support detailed analysis. The 

second type is the 2D heatmap, which highlights the most frequented areas of the VE 

[4, 7, 25]. Most studies of spatiotemporal user’s behavior have focused on 2D top-down 

representations of user’s movement, but some of them have started to allow the analyst 

to examine the visualization from different viewpoints [9, 10, 14, 16, 17, 22, 24]. Bidi-

mensional heatmaps are widely used in the literature also to visualize the frequency of 

specific events (e.g., user’s death, gunshot) [11, 13, 27].  

However, when the analyst needs to study where users looked at in the VE, this kind 

of heatmaps is not sufficient because the information on the third dimension is lost. For 

this reason, heatmaps superimposed on the entire VE, called 3D heatmaps, have been 

proposed as an alternative to the traditional 2D heatmap. For example, Stellmach et al. 

[23] proposed two different techniques for visualizing looked-at objects of the VE with 

an eye tracker. The first technique (object-based attentional map) considers the entire 

surface of each object in the VE and assigns to it a color that indicates how much the 

user looked at the object. Since this technique considers the object as a whole, it pro-

vides an overview of the looked-at objects but does not give detailed information on 

which areas of the object have been looked at. The second technique (surface-based 

attentional map, also called triangle-based attentional map) visualizes observational 

data directly on the surface of each object in the VE using vertex-based mapping (i.e., 

it first colors the vertices based on looked-at data and then the triangles of the 3D model 

are colored by interpolation). This heatmap should allow the analyst to see which areas 

of the object have been looked at but is affected by two issues. First, the accuracy of 

the visualization depends on the resolution of the triangulation (i.e., objects with a small 

number of vertices will not produce accurate attentional maps). Second, when triangles 

are colored, if the object is relatively small, the coloring may extend to parts of the 

object that were not visible from the user’s viewpoint. It must also be noted that an 

object is considered to be looked-at when the eye-tracker detects a fixation on that ob-

ject, and both visualizations ignore the other objects in close proximity, possibly lead-

ing to a lack of coloring of nearby objects in the user’s field of view. Maurus et al. [18] 

proposed a 3D heatmap that considers occlusions of the user’s view by objects, and,  as 

Stellmach et al., uses an eye tracker to collect user’s precise gaze data. Unlike [23], 

they perform the computation of the looked-at areas at the pixel level instead of the 

vertex level. Pfeiffer et al. [21] presented a 3D heatmap based on special textures, called 

attention textures, applied to the surfaces of objects and created by mixing the colors of 

the heatmap with those of the original object so that its original texture remains distin-

guishable. Kraus et al. [17] proposed a visualization technique of looked-at areas that 

wraps all the surfaces to be monitored in the VE with a uniform grid. Each vertex of 

the grid increases a counter every time a user looks at it. In this way, the visualization 
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allows to clearly distinguish among looked-at, not looked-at and occluded areas by col-

oring the grid in green, red, and blue respectively according to a threshold value.  

To summarize, current techniques show that heatmaps are able to properly represent 

both user’s movement and looked-at areas, but their combinations are still rare in 3D 

VEs. An exception is the recent work by Kepplinger et al. [16] who proposed a combi-

nation of visualizations that shows in the 3D VE the user’s path and the objects (s)he 

looked at. The former is represented by connected segments while the latter is repre-

sented by a gradient heatmap on the contours of the looked-at objects of interest. 

In this work, we aim at integrating a 3D heatmap of looked-at areas with a heatmap 

of movement, making them viewable from any angle inside the VE. The combination 

of these two visualizations can help the analyst to better understand user behavior, e.g. 

by highlighting what is the object the user looked at from each of his/her positions. 

3 The proposed system 

The system we propose aims at helping in the analysis of single user’s behavior in in-

door VEs by visualizing usage data directly within the VE and supporting exploration 

of the visualization from arbitrary view angles. As shown in Fig. 1, the system inte-

grates two heatmaps into an interactive interface, using two different gradients. To vis-

ualize user’s movement, we adopted the 2D heatmap proposed by Kraus et al. [17], 

with a black-to-yellow gradient. To visualize looked-at areas, we combined instead the 

surface-based attentional map [23] and the 3D heatmap by Maurus et al. [18], with a 

black-to-red gradient. The resulting heatmap operates on pixels instead of vertices of 

3D objects, thus becoming independent from the number of vertices used to model the 

object. Moreover, it is able to exclude occluded objects [18], with the possible excep-

tion of some parts of the objects that are not visible from the user’s viewpoint, as in 

surface-based attentional maps [23].  

To determine looked-at objects and areas in the VE, the system uses a raycast that 

points to the center of the scene viewed by the user and colors a circular area around 

that point on the surface of the object. Furthermore, unlike Stellmach et al., it does not 

consider as looked-at only the object in the center of the field of view, but spreads the 

attention to the objects in its close proximity under a distance threshold, obtaining a 

more accurate result. Furthermore, the system works without the need for an eye 

tracker, supporting collection of data from large numbers of online users who do not 

have special hardware.  

The interactive interface of the system adds the possibility for the analyst to select 

objects of interest: they will be circled in the VE to highlight their location and facilitate 

visual retrieval. The analyst can turn on or off each visualization as well as object-

circling. In addition, (s)he can apply a temporal filter to visualize only data in a time 

interval. For example, in Fig. 2 time is restricted to the first 30 seconds of data, allowing 

the analyst to discover the following behaviors. From the movement visualization, the 

analyst can conclude that the user walked only along the upper corridor and moved 

continuously instead of using teleportation. From the visualization of looked-at objects, 

the analyst can conclude that the user: (i) passed close to the “Luggage” object but did 
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not look at it because (s)he was looking towards the middle row of seats, and (ii) saw 

the “Ball” object even though it was on the corridor (s)he did not travel. 

Both visualizations use gradients that scale on brightness because color maps such 

as the classic rainbow map: (i) are not perceptually ordered, (ii) are not suitable for 

presenting small details because the human visual system cannot perceive small hue 

changes which can thus obscure information, and (iii) can introduce artifacts into the 

visualization. The last problem arises from the fact that sharp transition between the 

different hues of the rainbow color map can be perceived by the analyst as a sharp 

difference in the visualized data, leading to misinterpretations [5]. 

 

Fig. 1. Top-down view with both visualizations activated. The black-to-yellow gradient on the 

floor allows to quickly notice that this user’s navigation strategy is based on teleportation. Visu-

alization of looked-at areas uses instead a black-to-red gradient: black coloring of the “Pillow” 

and “Fire truck” objects indicates they have not been looked at by the user. For the interpretation 

of color in this figure, the reader is referred to the web version of this article.  

 Our proposed system shows user's behavior directly in the VE, representing user's 

movement and the observed areas with a 2D and 3D heatmap, respectively. In this way, 

unlike Keppliger at al. [16], it is possible to recognize the navigation strategy used (e.g., 

to distinguish continuous motion from teleportation), as well as identify which parts of 

the objects' surfaces were looked at, by highlighting them directly on the 3D objects, 

and examining the objects from different angles. For example, in Fig. 2., the arbitrary 

viewpoint allows one to see that even though the user did not look at the top row of 

seats, (s)he still looked at the sides of seats facing the corridor, including their armrest. 
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Fig. 2. The system with arbitrary view angle active, both visualizations active, and a time interval 

set to 30 seconds since the beginning of the session. The black-to-yellow gradient on the floor 

highlights that the user moved continuously instead of using teleportation. The black-to-red gra-

dient highlights that the user looked at the “Ball” object but not at the “Luggage” object. For the 

interpretation of color in this figure, the reader is referred to the web version of this article. 

4 Pilot study 

4.1 Objectives, dataset and participants 

A pilot study was conducted with a group of experts in VEs to evaluate the effectiveness 

of the interactive visualization system. We used a dataset of real users’ behavioral data 

that was collected in an experiment whose purpose was to test users’ ability to remem-

ber the position of target objects placed on some seats of an indoor VE that could be 

navigated with a continuous or teleportation strategy. The indoor VE was a reproduc-

tion of the cabin of a Boeing 777 twin-aisle aircraft, and users carried out a visual in-

spection that flight attendants have to perform with no passengers on board. We chose 

this dataset because it is representative of the typical datasets concerning  users moving 

in a VE and at the same time puts central aspects of our system under test. Indeed, it 

allows to evaluate the effectiveness of: (i) the visualization of movement, which should 

allow analysts to recognize the general and detailed patterns of movement followed by 

each user, and (ii) the visualization of looked-at areas, which should allow analysts to 

recognize which target objects were looked at or not by each user.  

 The pilot study involved four experts in the field of VEs. They were members of the 

HCI Laboratory at the University of Udine, and none of them was involved in the design 

of the system or had previously used it. They were asked to carry out four different 

analysis tasks on the data of each of 10 users taken from the dataset. We chose the 10 
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specific cases from a total of 127 in a way that covered different possibilities such as: 

users who relied on teleportation vs. users who did not, users who visited the entire VE 

vs. users who left some areas unexplored, users who looked at all target objects vs. 

users who looked only at some target objects.   

4.2 Procedure 

Since the study was carried out during the Covid-19 lockdown, it was conducted re-

motely. Each expert was sent a link to download the system and a document that de-

scribed the visualizations and the interface. They used the system on their own com-

puter and completed a questionnaire on Google Forms. This actually contributed to 

make the context more naturalistic, since analysts are going to use this kind of tools on 

their computers, in the places where they work. 

 The effectiveness of the system in supporting the experts was measured by asking 

them to perform four different analysis tasks on each of the 10 users, resulting in 40 

analyses performed by each expert. The questionnaire was organized in 10 identical 

sections, one for each of the 10 cases. Each section was organized into 4 subsections, 

one for each task. The aim of task T1 was to recognize the general user’s navigation 

pattern, and experts were asked to identify whether the user moved in the VE using a 

continuous movement strategy or teleportation. In T2, the goal was to detect whether 

the user followed a specific path: experts were asked to report whether or not the user 

had followed a path that was suggested to him/her, i.e. traveling from the starting point 

(identical for all users) to the opposite side of the VE through only one aisle, and then 

returning to the starting point through only the other aisle. T3 focused on the ability to 

detect whether the user had explored a specific wide area of the VE, and experts were 

asked to report whether or not the user had completed at least one full tour of the VE. 

Experts were informed that a tour of the VE was to be considered complete if the user 

had visited the entire VE without leaving areas unexplored, thus fully using both corri-

dors in the VE. T4 focused on the ability to identify which objects were looked at and 

which were not by the user: for each of the 8 target objects in the VE, experts were 

asked to indicate whether or not it had been looked at by the user.  

4.3 Results 

The results obtained with the proposed visualization system were compared with those 

that would be obtained if the contribution of the visualization was not better than 

chance. For each of the four tasks, the proportion of correctly identified user behaviors 

was thus subjected to the appropriate non-parametric test (binomial test), after checking 

its assumptions were met, following Cohen [8]. Since the outcome of each answer ob-

tained from experts was dichotomous, the expected proportion of correct answers if the 

effects of the visualization were not different from chance is 50%. For each task, the 

obtained proportions were instead ideal (100%) or close to ideal (95%), and the bino-

mial test indicated that they were significantly higher than those expected. The obtained 

results for each task are illustrated respectively by Tables 1, 2, 3 and 4, for each expert 

as well as for all experts combined. For all 10 users, all experts correctly recognized 
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the type of navigation (T1) and identified whether users had followed the suggested 

path (T2). Experts were able to recognize if users had covered a specific area (T3) for 

a number of users that was 9 or 10 (M=9.5, SD=0.58). Finally, in T4 they were able to 

correctly identify which target objects were looked at or not for a number of objects 

that ranged from 72 to 80 (M=76.0, SD=4.08).  

Table 1. Results for task T1 

Expert Right answer Wrong answer Significance test 

E1 10 0 p<0.01 

E2 10 0 p<0.01 

E3 10 0 p<0.01 

E4 10 0 p<0.01 

All 40 0 p<0.001 

Table 2. Results for task T2 

Expert Right answer Wrong answer Significance test 

E1 10 0 p<0.01 

E2 10 0 p<0.01 

E3 10 0 p<0.01 

E4 10 0 p<0.01 

All 40 0 p<0.001 

Table 3. Results for task T3 

Expert Right answer Wrong answer Significance test 

E1 10 0 p<0.01 

E2 10 0 p<0.01 

E3 9 1 p<0.05 

E4 9 1 p<0.05 

All 38 2 p<0.001 

Table 4. Results for task T4 

Expert Right answer Wrong answer Significance test 

E1 72 8 p<0.001 

E2 80 0 p<0.001 

E3 73 7 p<0.001 

E4 79 1 p<0.001 

All 304 16 p<0.001 
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5 Discussion and Conclusions 

This paper proposed a visualization system to support the analysis of user’s behavior 

in indoor VEs. The results obtained in the pilot study provide an indication that the 

system can effectively support analysts in detecting navigation strategies, patterns, and 

coverage of specific areas in terms of movement as well as look-at behaviors. By dis-

cussing with experts about the errors made with the movement visualization (a total of 

2 errors, both in task T3), it came out that one expert had considered a tour complete 

also when the user reached the opposite side of the VE and then returned to the starting 

point, even if the user did not walk through all the in-between areas. The discussion 

with experts also allowed us to identify the four reasons behind the relatively few errors 

made in identifying which target objects were looked at or not by users. First, in 4 of 

the 16 errors, the expert concluded that the target object was looked at by the user even 

if the visualization had correctly painted the object in black, e.g., the target “Fire Truck” 

in Fig.1. This happened because the expert reasoned that, since nearby objects had been 

looked at (e.g., some seats near “Fire Truck” in Fig. 1), then the user might have looked 

at the target too. Second, 2 errors were due to a slip by the expert in selecting the answer 

in the questionnaire. Third, for 2 errors, the reason was particularly interesting because 

it highlighted a difficulty in interpretation that may arise in a specific case, i.e. when 

the visualization paints a small object in dark red because it has been briefly looked at 

by the user, but the small object is placed on a large object which has mostly not been 

looked at and is thus painted in black. This highlights the need for further refinement 

of 3D heatmaps of the areas looked at by the user. For example, it should be evaluated 

whether changing the size of the colored area for each looked-at point on objects could 

make it easier to clearly recognize that the target object has been seen in the above 

described case. The remaining 8 errors revealed that some experts concluded that the 

user had not looked at the target object even if it was painted in dark red. This coloring 

reflected the fact the user had looked at the target briefly compared to the total duration 

of the session. However, the expert reasoned that, since the object was painted in very 

dark red, it was unlikely that the user had looked at it.  

 Our research will now continue along two main lines, also considering the above 

mentioned issues. First, we will introduce new features into the system to increase the 

level of support offered by the interface to the analyst. For example, the system could 

semi-automatically propose an identification of the objects that were looked at based 

on thresholds defined by the analyst. This would also help preventing the last source of 

error described above. Second, we will assess the effectiveness of the system in sup-

porting the detection of VE design problems, e.g. finding the VE areas where the user 

got stuck, due to the used navigation techniques or the architectural modeling of the 

VE. In addition, we will compare our system with visualization tools that use 2D rep-

resentations, such as those presented in Section 2, to highlight the strengths and weak-

nesses of both solutions. A larger sample of participants will also be considered. 
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