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Abstract. Training is vital in factories to ensure the quality of work-
ers’ technical expertise but can be costly due to various physicality con-
strains. The emergence of virtual reality (VR) opens the opportunities
to address this issue by providing affordable solutions where workers can
freely learn by doing without compromising safety or risking damage.
This paper presents an industrial research project carried out in a com-
pany, focusing on designing and evaluating a VR application for training
a procedural task in factories. Insights from the evaluation suggest multi-
ple design considerations that need to be taken into account in designing
future VR interfaces for factory training in the company.
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1 Introduction

Technical training plays an important role in manufacturing industries. Both
experienced or newly-hired workers need to be trained regularly to ensure up-
to-date technical knowledge and skills for reliable and timely operation or trou-
bleshooting in factories. However, technical training can be costly. In traditional
training approaches, trainees need to typically work directly on a piece of real
equipment in order to help them acquire hands-on experience. This might be im-
practical in many scenarios where the real equipment is expensive, thus economi-
cally difficult for trainees to freely explore. Sometimes trial-and-error exploration
with actual devices should even be avoided as they may cause life-threatening
accidents. Traditional approaches also typically require experts to be locally
present to supervise, assist or teach trainees, which is becoming challenging due
to the shortage of experts as well as difficulties of traveling.

Recent developments of VR technologies promise novel low-cost solutions for
technical training in factories. Modern VR headsets can provide powerful visu-
alization capabilities and intuitive interactions based on hand gestures conveyed
through handheld controllers, in a relatively compact form factor with affordable
prices. Intuitive gesture-based interactions currently supported on modern VR
systems might also allow to simulate user interactions with virtual artefacts sim-
ilarly as in the real world, thus helping train necessary motor skills for the tasks.
This opens opportunities for industry to easily simulate complex and costly sys-
tems and environments at a high fidelity in virtual worlds, where trainees can
freely explore, manipulate, make errors and learn without taking risks.
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ABB is a global manufacturer and supplier of complex industrial systems
including industrial robotics, power and heavy electrical equipment. Technical
training is thus a crucial part in the organization’s business, not only in securing
the company’s production but also in supporting the company’s customers. With
recent advancements of VR, ABB was interested in exploring the applicability
of this technology to benefit technical training activities in and offered by the
company. We thus carried out a research project focusing on designing, devel-
oping and evaluating a VR application called VRQUEST to support training of
a technical task in factories. The main goal was to examine the advantages and
disadvantages of currently common VR devices for industrial technical training.

2 Design and Development of VRQuest
To frame design and research problems, we interviewed several subject matter
experts (SMEs) in the company to understand more about their current training
practices. The SMEs were managers and engineers from different departments
such as electrical, mechanical, system design, installation, site management and
maintenance with various levels of experience working for the company. We also
reviewed multiple research articles on training, learning and instructional design
[1, 2] to understand more about what should be scientifically considered when
designing a system for training. Based on contextual understandings gathered
from the SMEs and knowledge from the literature review, we ran a design work-
shop to ideate on different design features of the system. We chose a maintenance
task where a user needs to procedurally perform multiple steps to change a filter
of a cooling system as an exemplary use-case for the VRQUEST system. This
task was chosen because it was a common one found in the literature as well as
currently existing in the company. The design features were iteratively refined
during the prototyping process following the five aspects below.

Physical fidelity: this aspect includes: representational fidelity - describ-
ing how the virtual environment should resemble the look and even the feel of
the environment, and interaction fidelity - describing that users interact with
virtual artefacts as if they were in the real world [3]. This aspect is to famil-
iarize users with the visual appearance of the corresponding real environment
and the necessary psychomotor skills to perform the actual task. VRQUEST
implements this by presenting a virtual room that resembles an existing cooling
substation. A 1:1 scale 3D model of a standard cooling system of ABB was also
placed in the virtual room (Figure 1a). VRQUEST also tries to ensure that the
gestures used to operate different components of the cooling system should be
as close to reality as possible, given the commercial VR hardware (i.e. 6-DOF
touch controllers) that we had (see Figure 1d and Figure 2). Haptic feedback
like vibrations and sound effects were also strategically employed to improve the
realism of user interactions with virtual artefacts.

Sequential task description: VRQUEST describes the main goal users
need to achieve by the end of the training task, followed by step-by-step de-
scriptions of the sub-tasks needed to be completed to reach the main goal. The
descriptions are presented as texts on a virtual screen placed at a corner in the
virtual room (Figure 1b).



VRQUEST 3

Fig. 1. Overview of VRQUEST system (a) 1:1 scale 3D model of the cooling system (b)
a virtual screen allowing the user to choose the training mode (Tutorial or Practice)
and view the instructions in Tutorial mode (c) summary of user performance when
completing the task in Practice mode (d) a participant bending down and reaching
his hand over a virtual pipe to turn a valve located close to the floor.

Fig. 2. Examples of user interactions in VRQUEST . (a)An arrow helps the user locate
a switch (b)the user’s virtual hand forming a pointing gesture with the index finger
placed on the switch (c) then flicks down to turn it off (d) an arrow indicating the
location and the rotation direction of a valve (e) grabbing the valve handle to rotate
it (f) removing the nut of the filter using a wrench, the arrow indicates the rotation
direction (g) the user turning the wrench in the indicated direction.

Attention guidance: in technical training, it is important to guide trainees
to focus their attention in order to reduce frustration and tiredness caused by
open exploration. VRQUEST supports this by employing visual indicators such
as colored arrows to hint users about which artefacts they should interact with
at the moment and how to interact with them (e.g. turn a valve in a particular
direction) (Figure 2).

Practice: after completing the task with guidance, users need to be able
to repeatedly practice it, with or without guidance, to build the psychomotor
memories needed for the task. VRQUEST supports this by offering two training
modes: Tutorial mode, allowing users to practice with guidance provided by
the system, and Practice mode, allowing users to practice without guidance so
that they have to recall the steps by themselves.

Motivating trainees: VRQUEST employs gamification features such as
badges of seniority level or experience scores to motivate users to keep practicing.
Once completing a training session in the Practice mode, the user will see a
summary of their performance such as task completion time or the number of
errors, coupled with the corresponding experience score and seniority badge.

The prototype of VRQUEST was developed using Unity and Steam VR and
running on an Oculus Rift VR heaset connected to a Windows 10 Enterprise
gaming PC.
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3 Evaluation and Insights

Research insights from this project needed to be transferred to ABB businesses
to be employed in the company’s potential products and services in the future.
Because of that, VRQUEST needed to be evaluated to holistically examine the
advantages and disadvantages of common off-the-shelf VR technologies in their
application for factory training. Design considerations also needed to be distilled
based on these findings so that designers and developers in the company can take
over and implement in future systems.

We conducted a user study with 10 participants working at ABB to evaluate
if VRQUEST can help users effectively learn to perform a factory task as well
as how the design affects users’ experience. Each participant performed the filter
changing task of VRQUEST in two trials, first in Tutorial mode and then in
Practice mode with a 30-minute coffee break in between. Our intention was
to examine if participants can recall correctly by themselves all the steps to
successfully complete the task after learning it once with guidance and especially
being distracted from the task during the break. We collected the task completion
times of the participants in both trials, the numbers of errors (e.g. missed steps,
changed orders of steps in the task) the participants made when performing the
task in the second trial, participants’ perceived usability (using System Usability
Scale (SUS) questionnaire) and their qualitative feedback after finishing both
trials.

In general, we saw that VRQUEST could help participants successfully learn
to perform a factory task. In the second trial, participants spent significantly less
time than in the first one (on average, 4.7 ± 1.1 minutes vs 12.2 ± 1.1 minutes,
pair-wise t-test showed p < 0.001)). On average, each participant made 0.8(±0.4)
errors (over 21 steps in total to complete the task) when performing it in the
second trial. Regarding usability, VRQUEST received 65.8(±3.1) on average for
SUS scores, which can be considered as marginally acceptable [4].

Participants’ qualitative feedback provided us better understandings on the
quantitative data as well as the benefits of VR for factory training and how VR
training systems can be better in the future. Participants reported that compared
to training using user-manual printouts they traditionally had, the immersive
environment of VRQUEST using 1:1 virtual copies of the real artefacts allowed
them to easily grasp the overall picture of where to locate the cooling system’s
components as well as how to manipulate them. Hands-on experiences as well as
the spatiality and immersion provided by VR helped users efficiently remember
the operations of the task. Besides that, VR encouraged participants to interact
and explore, helping them remember the training contents better. Knowing the
artefacts were virtual made the participants feel more confident to interact,
manipulate and explore without the fear of causing damages. The gamification
features also had positive effects on users. Most of the participants reported that
they liked the task-completion time and the number of errors index as it kept
them informed about their performance. After finishing the task in the second
trial, three participants tried performing the task again to beat their current
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results. However, experience scores and seniority badges received little attention
from participants.

Even though VR can visually and spatially provide immersive experience,
participants reported the lack of certain haptic feedback such as weight or heat,
which were often important for them to sense where they are relative to an equip-
ment (e.g. a heated pipe) or to feel the tool they are holding (e.g. a wrench or a
screw driver). Currently it is difficult for developers to integrate those features in
similar systems due to the lack of off-the-shelf supportive technologies. However,
with enormous on-going academic research efforts in this topic and rapid indus-
trial adoptions, we believe such an integration would be soon feasible. Besides
that, even though it is important to replicate the real environment in the virtual
world to ensure physical fidelity, VR training systems should also leverage the
strengths of virtual environments to visualize certain information that is not
visible in the real world to benefit training outcomes. For example, the system
can provide an on-demand visualization of the flow of water in the pipes to help
trainees understand deeply why they should turn off a valve before another. This
can be further enhanced by providing pre-recorded videos of experts explaining
or giving tips to remember at critical points in the training task. Furthermore,
having effective tools for users to take and review notes directly in VR is also
important for trainees to personalize their learning process.

4 Conclusion

In this paper, we present an industrial research project exploring the applicability
of common off-the-shelf VR technologies into factory training. We designed an
exemplary VR training system supporting a representative maintenance task
called VRQUEST based on design considerations distilled from interviews with
SMEs and literature reviews. We then conducted a user study to examine the
strengths and the limitations of current VR technologies in supporting factory
training. Design insights derived from this research project were delivered to
different internal businesses of the company for adoptions in the future.
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