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Abstract. New and evolving threats emerge every day in the e-Health
industry. The safety of e-Health’s telemonitoring systems is becoming
a prominent task. In this work, starting from a CADS (Cyberattack
Detection System) model that uses artificial intelligence techniques to
detect anomalies, we focus on the activity of interacting with data. Using
a User Interaction Engine, a dashboard allows you to visually explore
and view data from suspected attacks on healthcare professionals for a
threat reaction. In particular, a User Feedback module is presented to
interact with healthcare personnel and ask for a response on the anomaly
detected.

Keywords: User Interaction · User Feedback · Artificial Intelligence for
Security · Internet of Medical Things · e-Health.

1 Introduction

In the e-Health sector, the protection of patient telemonitoring systems is essen-
tial to ensure that they follow their clinical path without any kind of external
intrusion. In particular, Artificial Intelligence (AI) and Machine Learning (ML)
have become critical technologies in information security, as they are capable
of rapidly analyzing millions of events and identifying many different types of
threats.

Intrusion analysts infer the context of a security breach by using prior knowl-
edge to discover events relevant to the incident and understand why it hap-
pened [1]. Although security tools have been developed that provide visualiza-
tion techniques and minimize human interaction to simplify the analysis process,
too little attention has been paid to humanizing the interpretation of security
incidents. Simply reporting a cyberattack is not sufficient to allow the healthcare
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professional to correct the patient’s clinical path. These data must be represented
graphically, which can be understood by the healthcare professional. The detec-
tion of the cyberattack must therefore be supported by systems that provide
different forms of visualization and interaction, according to the different end-
users, and that allows them to have the possibility to interactively manipulate
graphical representations based on Visual Data Mining (VDM) techniques.

This paper is organized as follows. Section 2 provides an overview of related
work and technologies which were investigated as background knowledge. Sec-
tion 3 provides the main contribution of the paper regarding the user interaction
with a Cyberattack Detection System (CADS). Finally, Section 4 concludes the
paper, outlining future works.

2 Background and Related Work

Cyberattack Detection System (CADS) is software that automates the cyber-
attack detection process and detects possible cyberattacks. Anomaly detection
typically works on monitored network traffic data. Indeed, the integration of
healthcare-based devices and sensors within the Internet of Things (IoT) has
led to the evolution of the Internet of Medical Things (IoMT) [12]. In particu-
lar, ML-based anomaly detection systems are critical for ensuring security and
mitigating threats such as bogus data injection attacks [7]. Therefore, designing
a distributed security framework for distributed IoMT applications is a chal-
lenging task due to the dynamic nature of IoMT networks such as IoT devices,
edge devices, and the cloud. The line of research in this way is moving towards
building robust anomaly-based intrusion detection systems that efficiently dis-
tinguish attack and normal observations in the IoMT environment, consisting of
interconnected devices and sensors. For this reason, works in [3, 8, 9] has dealt
with a clinical and operational context to develop integrated solutions for con-
tinuous care in which AI and IoMT are used at the Edge, with a people-centered
approach that fit the needs of healthcare professionals and is incorporated into
their workflows.

Figure 1 depicts the architecture of the CADS proposed in [2]. It focuses on
the security of data transmitted from IoMT sensors to three different intercon-
nected processing modules: a Clinical Pathway Anomaly Detection (CPAD), an
Explainer module, and an User Interaction Engine. The latter is made up of
three sub-modules, i.e.: a Visualization Framework, an User Interface, and an
User Feedback system. The activity of interacting with the data is carried out
by means of the User Interaction Engine, which provides a dashboard through
which to visually explore the data to get a clearer view of what happened over a
period of time. In particular, thanks to the User Feedback module, it is possible
to implement a continuous improvement of the classification performance, and
consequently of the anomaly detection, thus obtaining a more effective identifica-
tion of threats. In this way, CADS is increasingly accurate in identifying threats
and therefore more robust from a security point of view.
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Fig. 1. Cyberattack Detection System Architecture

Below is a case study, where an e-Health telemonitoring system is, in turn,
monitored by a CADS at the Edge. Let’s consider a smart ECG device, which
collects heartbeat information from a patient in remote assistance.

3 ECG User Interaction and User Feedback

The Interactive Machine Learning (IML) research domain incorporates human
feedback into the model training process to develop high-performance ML mod-
els [4]. It is experience research again momentum [5].

Thanks to the use of examples provided by the system and human feed-
back [10, 11], it is possible to allow the algorithm to learn how best to behave
when faced with a given ECG detection. In our case study, the contribution of
the User Feedback to the system is the evaluation of the detected anomaly and
the embedding of a doctor’s feedback. The User Feedback module will generate
for each detection ECGi a feedback coefficient φi that represents the doctor’s
feedback on a given instance.

Definition 1 Let ECG be the set of the heartbeat detections received from a
smart ECG monitoring end-device, ECGi be the i-th heartbeat detection. Then,
the feedback coefficient is a function φ : ECG 7→ {−1, 1} such that any i-th user
feedback related to the heartbeat detection ECGi, is defined as follows:

φi =

{
+1 if ECGi is false positive or false negative
−1 if ECGi is true positive or true negative

(1)

Therefore, the User Feedback UF is a set of tuples such that, for any i-th pair
of arguments (ECGi, φi), a single element UFi is defined as:

UFi = (ECGi, φi) (2)

In this way, the CADS will become more robust to external cyberattacks,
since the User Feedback would report the opinion of the caregiver which will
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confirm or not whether the i-the ECG detection is abnormal or not. In the User
Interaction Engine, the Visualisation Framework represents the data orchestra-
tor, handling and visualizing processed data coming from the various modules.
It uses algorithms of VDM [6] that allow, through different visualization tech-
niques, to interactively group data in a more efficient way, improving the data
insight process. Afterwards, the User Interface (UI) included in the User Inter-
action Engine allows the user to interact with the data. In the case study, the
UI allows the caregiver to interact with the ECG instances. In the CADS archi-
tecture, an Explanation module displays useful classification information, with
which it is possible to visually manage each ECG detection. For instance, one
would be able to no longer consider an ECG instance as an anomaly, or, more
specifically, to improve the classifier performances by indicating the correct class
of anomaly when a wrong one has been predicted. The interaction with the user,
in this case a doctor, helps the system to be more and more reliable, as well as
secure from cyberattacks.

Through the integration of CPAD, Explainer, and User Interaction Engine
modules, the Visualization Framework will be able to manage anomalies detected
as threat insights. These will be appropriately displayed on the UI which, in ad-
dition to allowing interaction with the anomalous data (in this case the ECG
detection), will be able to display the threat representation through a dashboard.
Thanks to the threats graphical representation in the dashboard, the user’s re-
action to the threat is improved. The visual process, whereby the healthcare
professional is able to mark a detection as true or not, is a key scenario in which
ML methods are combined with human feedback through interactive visualiza-
tion. This process enables the fast prototyping of the ML model that can improve
both the performance of the algorithm and human feedback. It will be also able
to complete tasks where anomaly identification was not yet possible. The system
then uses User Feedback to refine detection results and guide further analysis.
Caregiver Feedback is therefore used as an essential source of ever-improving
anomaly detection of ECG, which means that labeling the local environment
will trigger global updates and thus guide further analysis.

4 Conclusion

An e-Health telemonitoring system cannot always have a security expert man-
aging the security of the system. The proposed User Interaction and, in partic-
ular, User Feedback modules introduced in an AI-based CADS provide a visual
representation of the results to the expert user engaged in a feedback response,
determining whether the detected anomalous data are truly atypical by assessing
the detection with positive feedback.Otherwise, the user provides negative feed-
back. Such interaction with a CADS has an impact on the processed health data,
adjusting the visualization reports with the corrected measurements, shown in a
useful dashboard. Future works will focus on the development of a further visual
interface in which, thanks to the use of ML and VDM algorithms, it is possible
to graphically represent both machine capability and human intelligence.
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