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Abstract. The widespread use of digital cameras in mobile phones has led to an 

increase in the number of pictures captured and shared. However, the develop-

ment of interfaces for visualizing image collections has not matched that 

growth. Most search methods are based on text descriptions and retrieve a large 

number of results on thumbnail 2D grids, which can be hard to analyze. There-

fore, it is crucial to couple image retrieval with purposely designed interfaces. 

This paper covers the study of four different interfaces for the visualization of 

collections of images, including a regular 2D grid, a variable-size 2D grid, a 

pile of images, and a spiral. These interfaces were evaluated in a user test in-

volving nine participants performing search tasks. We found that both grids ex-

hibit higher usability and lower task times than the Pile and Spiral. The Varia-

ble Size Grid had lower usability scores than the Regular Grid, but it showed 

higher-quality task results and was preferred by the participants in this study. 

Keywords: Visual Search, Image Visualization, Retrieval Interfaces. 

1 Introduction 

With the rise of digital cameras and the growing number of devices that use them, 

there has been a considerable increase in the number of images being captured. 

Thomee and Lew [17] claimed that finding optimal user interfaces for queries and 

results is one of the grand challenges for image retrieval. However, the study of novel 

ways to visualize collections of images has been quite limited. Most of the recent 

research has focused on improving search methods [1, 6, 19]. The works that pro-

posed novel visualizations for image browsing and search [2, 8, 20] have failed to 

measure how the different visualizations affect human search and content analysis. 

While search methods can filter the images to retrieve, it is simply not enough in 

many cases. Therefore, it is crucial to couple image retrieval methods with purposely 

designed image visualization interfaces. 

2D grids with image thumbnails are the predominant interface in image search en-

gines all these years but problematic for visualizing large datasets. André et al. [2] 

analyzed image browsing and concluded that interfaces should: support exploration; 
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exploit thumbnail aesthetics; allow for search refinement and present its history; allow 

saving images for later. 

Similarity functions can create a visualization of image sets [3, 10, 11]. Placing 

visually similar images close to each other has been proved to improve the time re-

quired to locate specific images [12]. Heesch and Rüger [8] present a visualization 

where the most relevant images are larger and near the center, and the least relevant 

are smaller and placed around. The authors also discuss another idea where the imag-

es are placed around a central point, forming a spiral. Additional research [7, 13, 18] 

has developed this idea further. More recent works [9, 14, 15, 21] have studied the 

possibility of visualizing images in virtual reality environments. 

This work compares four different user interfaces for visualizing image collections: 

Regular Grid, Variable Size Grid, Pile and Spiral. Considering two different search 

tasks, we conducted a user test measuring the usability, the duration of each task, the 

quality of task results (Precision, Recall, and F-Measure), and users’ preferences for 

each visualization. 

 

 
a) 

 
b) 

 
c) 

 
d) 

Fig. 1. Image visualizations: a) Regular Grid; b) Variable Size Grid; c) Pile; and d) Spiral 

2 Visual Interfaces for Image Search 

We developed four different user interfaces for visualizing collections of images as 

part of a visual search application: Regular Grid, Variable Size Grid, Pile and Spiral. 

In a typical use case, the results are sorted by the confidence obtained from the vis-

ual search method. The sorting takes advantage of each interface to make sense ac-

cording to their characteristics and make the most relevant results more prominent. 

Hovering over an image will show a tooltip with relevant information and a scaled-up 

version (also implemented in the other visualizations). The Regular Grid (Fig. 1a) is a 

standard scrollable 2D grid with image thumbnails and works as a baseline. 

Then we developed a grid with thumbnails of different sizes (Fig. 1b), similar to 

the Regular Grid except that the rows towards the top have fewer and larger images. 
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The number of images per row increases gradually along the y-axis, and the images 

are gradually smaller. The images are sorted by relevance in descending order, so the 

top results are more relevant and larger. 

We also developed a visualization with overlap, called Pile (Fig. 1c). The images 

are placed in a randomized (x, y) position, and their depth is determined by their rele-

vance, being the most relevant images displayed on top. The user can drag the images 

around freely. It is also possible to bring the images to the foreground and scale with 

the scroll wheel, zooming in/out and clear some space. Finally, we developed a visu-

alization where the images are placed in a spiral (Fig. 1d), exploiting the aesthetics 

aspect of thumbnails. The images are placed in a spiral path according to a function 

based on an Archimedes spiral. The most relevant images are displayed towards the 

outside of the spiral as it is easier to look at multiple images simultaneously. The 

spiral can be zoomed in/out with the scroll wheel, always over the center. It is possi-

ble to drag any image towards it before zooming in, so any image can be looked at in 

a large size. 

3 Evaluation 

We conducted a user test following a within-subject design with seven males and two 

females (average age: M = 27.78 years; SD = 13.28). Users were asked to perform 

four sets of two tasks each, one task being a broad search and the other a specific 

search. A broad search consists of searching for objects that belong to a group: buses, 

balls, dogs, and apples. A specific search consists of searching for an object with spe-

cific characteristics: red buses, footballs, beige dogs, and green apples. The order of 

the visualizations used for each task was counterbalanced to minimize any possible 

learning and dataset biases. All tasks were properly timed. 

Table 1. SUS scores and time in seconds for each visualization/task 

 SUS Broad Search Task Specific Search Task 

M (SD) Mdn M (SD) M (SD) Mdn 

Regular Grid 94.69 (9.40) 98.75 87.93 (33.86) 
30.78 
(8.58) 31.14 

Variable Size Grid 87.50 (11.50) 91.25 92.07 (31.31) 
49.41 

(37.59) 36.16 

Pile 48.55 (13.69) 62.50 251.17 (61.90) 
134.46 
(37.15) 141.87 

Spiral 53.75 (26.22) 48.70 185.29 (60.09) 
96.48 

(46.02) 106.96 

 

Four collections (transportation, sports, animal, and food) of 100 images each were 

used, one for each set of tasks. These images were obtained from the COCO dataset 

[5]. Each visualization and each image collection were used to perform one set of 

tasks. The broad search task included 20 correct images, while the specific search 

included five correct images that the participants should select. Participants were not 

told how many images there were in total nor how many were correct. However, be-

fore each task, they were told which image theme they would be browsing and what 
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to search for. The images were presented in random order (not sorted). To accomplish 

each task, users could select the images that they considered as having target objects 

with a double click. 

To compare each visualization, we measured its usability through the SUS ques-

tionnaire [4] (Table 1); the time taken by each participant to accomplish each task 

(Table 1); the quality of task results, through Precision, Recall and F measure [16] 

(Table 2); user preference, through a final questionnaire. Regarding users’ prefer-

ences, the Variable Size Grid was the most preferred visualization (Mdn = 1), fol-

lowed by the Regular Grid (Mdn = 2), Pile (Mdn = 3), and the Spiral (Mdn = 4). 

Table 2. Effectiveness: Precision, Recall, and F Measure 

 Broad Search Task Specific Search Task 

Precision Recall F Measure Precision Recall F Measure 

M (SD) Mdn M (SD) Mdn M (SD) Mdn M (SD) Mdn M (SD) Mdn M (SD) Mdn 

Regular Grid 
0.99 
(0.4) 1.00 

0.88 
(0.20) 1.00 

0.92 
(0.15) 1.00 

1.00 
(0.00) 1.00 

0.87 
(0.14) 0.80 

0.93 
(0.09) 

0.89 

Variable Size 

Grid 

1.00 
(0.00) 1.00 

0.93 
(0.07) 0.95 

0.96 
(0.04) 0.97 

1.00 
(0.00) 1.00 

0.93 
(0.10) 1.00 

0.96 
(0.06) 

1.00 

Pile 
0.98 

(0.03) 
1.00 

0.97 
(0.04) 

1.00 
0.97 

(0.02) 
0.98 

0.98 
(0.06) 

1.00 
1.00 

(0.00) 
1.00 

0.99 
(0.03) 

1.00 

Spiral 
0.98 

(0.05) 1.00 
0.89 

(0.12) 0.95 
0.93 

(0.07) 0.94 
1.00 

(0.00) 1.00 
0.89 

(0.18) 1.00 
0.93 

(0.11) 
1.00 

4 Discussion and Conclusions 

We presented four interfaces for visualizing image collections and compared them in 

a user test with nine participants. Our results show that both Grids present higher 

usability scores when compared with the non-traditional visualizations like the Pile 

and Spiral. Participants also performed both tasks, broader and specific search, fastest 

using both Grids. It is interesting to note that the Pile, sometimes used to show collec-

tions of images or algorithm search results, is not recommended for human analysis 

and search tasks. Regarding the quality of results, no significant differences were 

found between the different visualizations. However, it is relevant to note that the 

Variable Size Grid presents a higher Recall and F-Measure score when compared 

with the Regular Grid, particularly on specific search tasks. This result suggests that 

combining both visualizations in an adaptive interface could be an interesting ap-

proach for future work, which is reinforced by participants’ preference, which has 

selected the Variable Size Grid as the preferable interface. 
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