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Abstract. In this paper, we investigate how changes in the saliency of
the Virtual Environment (VE) affect our visual attention during different
tasks. We investigate if users are attracted to the most salient regions in
the VE. This knowledge will help researchers design optimal VR environ-
ments, purposefully direct the attention of users, and avoid unintentional
distractions. We conducted a user study (N=30) where participants per-
formed tasks (video watching, object stacking, visual search, waiting)
with two different saliency conditions in the virtual environment. Our
findings suggest that while participants notice the differences in saliency,
their visual attention is not diverted towards the salient regions when
they are performing tasks.
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Fig. 1. We explored how different levels of saliency in a virtual environment affect the
user’s attention while performing tasks. a) Saliency condition 1: original paintings, b)
Saliency condition 2: color of the paintings changed.
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1 Introduction

Virtual Reality (VR) has become an important research topic in human-computer
interaction. Over the years, researchers have studied various topics in VR like
perception (immersion, presence, cognition) [5], novel input devices [13], loco-
motion [3], navigation [27], and avatars and virtual humans [21]. More recently,
researchers have looked into how VR could be used to simulate real-world situa-
tions, for example, for research purposes [14, 15] and training [7], and looked in
more detail into VR study methodologies [19].

However, our understanding is still limited as to how the design of the vir-
tual environment (VE) influences human visual attention and behavior. Though
factors affecting visual attention in the real world have been studied [12, 22], we
know very little about its effects in VR. One of the key factors affecting visual
attention is saliency, termed as ”the tendency of humans to be drawn to ar-
eas or objects that stand out amongst the background, when viewing natural
scenes”[10].

Saliency is potentially a confounding variable in VR studies, and understand-
ing its effects will help researchers design their experiment. Saliency is both a
challenge and an opportunity for almost any VR experience, ranging from games
[16] to cinematic virtual reality [20]. Salient parts of the environment may dis-
tract players and viewers unintentionally; however, saliency can also be used to
subconsciously direct users’ attention towards relevant objects in the environ-
ment [2]. Therefore, understanding how saliency affects visual attention in VR
is useful for many purposes.

Prior work explores saliency in virtual reality [1, 4, 17, 23], but we lack an
investigation into how saliency affects visual attention during various tasks, and
whether this has an effect on task performance and behavior. Therefore, in this
paper we conduct a preliminary exploration to understand if the saliency of VEs
influences the user’s visual attention while performing different tasks. Saliency is
an umbrella term that consists of many factors such as color, shape, illumination
and texture. Investigating each factor is out of scope for this paper, thus as a
first-step towards research in this direction we study saliency in VR using color.

To this end, we conducted an experiment (N=30) where users performed
tasks in VR (stacking 3D objects, searching for a specified object, watching a
video, and waiting), while we manipulated the saliency of certain objects (paint-
ings) in the environment. Our primary research question was: Does saliency
in a virtual environment affect visual attention and task performance?

Our findings show that although participants notice changes in saliency,
their visual attention is not diverted towards the salient regions when they are
performing tasks. Participants also completed their tasks as efficiently in both
saliency conditions, showing that saliency did not affect task performance.

2 Background

Saliency affects our visual attention [29]. Researchers have widely explored the
effects of saliency in real-world environments and built saliency-based models.
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A popular saliency-based search model was presented by Itti and Koch [8]. The
authors applied the model to a demanding search task and results show that
saliency has a great impact on our visual attention and behaviour. Following this
work, Underwood et al. [24] studied if saliency dominantly determines the visual
attention given to objects, and if a cognitively demanding task can overtake this
effect. Their findings suggest that when building saliency models, one should
consider cognitive load as a metric [24].

Studies have also investigated whether saliency can be used to direct the
user’s attention. For example, Vig et al. [26] used machine learning to model
how modifying the saliency of videos can redirect attention. Veas et al. [25] used
visual saliency modulation to make subtle changes in videos, and were able to un-
obtrusively direct the viewer’s attention to the modified regions. However, Meur
et al. [11] found that saliency-based distortion of videos had only a moderate
effect on which regions received the viewers’ attention.

In this paper, we are motivated to understand how saliency functions in VR.
Due to the diversity in graphics, art style, lighting, and hardware, VR can be
salient in many ways. We argue that exploring such effects in VR is important
because we are yet unaware how this may affect user behaviour in VR.

3 Study: Investigation of Saliency in VR

To answer our research question, we conducted a user study in VR where par-
ticipants performed tasks with a varying degree of saliency in the virtual en-
vironment. We implemented a virtual office room with paintings, tables, chairs
and a screen. The VR environment was built using Unity and SteamVR. As the
head-mounted display (HMD), we used the HTC VIVE Pro. The VIVE Pro has
an integrated eye tracker from which we obtained gaze data.

3.1 Design

We used a within-subjects design where all participants experienced all condi-
tions. We had two independent variables: 1) task and 2) level of saliency.

Tasks We selected the following four tasks (Figure 2), as these represent typical
tasks in VR [18] and were also different in nature, ranging from physical tasks
to more passive tasks. Participants performed each task twice (with and without
change of saliency) in a counterbalanced order.

– Manipulation Task: Participants used the VR controllers to stack num-
bered cubes on the table (Figure 2a).

– Search Task: Participants searched for a hidden object (a red cube) in the
room. They needed to use the controller to grab it and move it on the table
(Figure 2b).

– Video Watching Task: Participants watched a one-minute video on the
screen in front of them (Figure 2c).
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– Waiting Task: This was a deceptive task where the participants were told
to wait for the experimenter’s instructions. This one-minute task was used
to allow the participants to observe the environment (Figure 2d).

Fig. 2. Participants performed four kinds of tasks: a) Manipulation task where par-
ticipants stack the numbered colored blocks, b) Visual search task where participants
look for a hidden red cube, c) Video watching where participants watch a one minute
video on the screen, d) Waiting task where participants wait for further instructions.

Saliency We used two saliency levels (original, changed saliency) as shown in
Figure 1. Prior work explored several approaches to measure and quantify the
saliency of an image or video [6]. To identify the salient regions of the virtual
environment for our study, we used Saliency Toolbox [28]. The saliency maps
show that when the color of the paintings is changed to red, they become more
salient. We measured the saliency for three colors (red, blue and green) but red
showed the highest increase, thus we selected it for our experiment.

3.2 Participants and Procedure

We recruited 30 participants (18 males, 12 females) with an average age of 27
(SD = 4.04) through university mailing lists and social media. 25 participants
were students, five were professionals in different fields. 12 participants had no
experience with VR or eye tracking.

Upon arrival, participants filled their demographic information (age, gender,
background, experience with VR), signed a consent form, and were explained the
tasks in the study. The task order was balanced using Latin square. After the
study, they filled in the final questionnaire in which we asked open-ended ques-
tions about the objects they noticed in the environment, if they felt distracted
while performing the tasks, and if their visual attention was diverted. The study
lasted approximately 30 minutes. During the experiment, we recorded gaze data
from the participants. Each participant was awarded 5 EUR.

4 Results

4.1 Attention towards the Salient Regions

We quantified and visualized the number of times participants glanced at the
salient regions (the paintings) between the conditions. This was calculated using
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the number of times the gaze ray intersected with the observed virtual objects.
To eliminate false positives, we only considered measurements from the moment
the user’s gaze left the initial starting point, similar to prior work [9]. After the
study, we asked participants which objects in the room attracted their attention.
15 participants mentioned the paintings on the wall.

There was no significant difference in glance counts among any of the tasks
between saliency levels (Table 1). This indicates that the saliency conditions of
the VE did not affect the participants when they were focused on a task. We
visualized the glances as colored dots as shown in figures 3, 4, 5, and 6. The
figures show that in both environments, users were focused on the tasks. We see
greater variation for the search task and waiting task. This is because in search
task participants were looking for a specified hidden object, and in the waiting
task participants did not have anything particular to focus on.

Rating Manipulation Searching Video Waiting

Chi-Square χ2(2) 2.778 3.333 .043 2.133
ρ .96 .068 .835 .144

Table 1. Result of the Friedman Test for gaze on the paintings, between two different
saliency conditions.

[a] [b]

Fig. 3. Gaze visualization for the manipulation task between a) Original saliency and
b) Changed saliency.

4.2 Task Completion Time

The average task completion times show no significant difference between the two
saliency levels.Table 2 shows the results from comparing the original and changed
saliency and its effect on task completion time. Given the waiting task and the
video watching task were of fixed length, we see no difference in completion time
between the two conditions (original and changed saliency). For the manipulation
task and search task, there is also no statistically significant difference between
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[a] [b]

Fig. 4. Gaze visualization for the search task between a) Original saliency and b)
Changed saliency.

[a] [b]

Fig. 5. Gaze visualization for the video watching task between a) Original saliency and
b) Changed saliency

[a] [b]

Fig. 6. Gaze visualization for waiting task between a) Original saliency and b) Changed
saliency.
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Rating Manipulation Searching Video Waiting

Chi-Square χ2(2) 1.2000 .133 1.33 2.133
ρ .273 .715 .715 .144

Table 2. Friedman Test between original and changed saliency condition for task
completion time.

saliency levels (Table 2), although there is a slight difference in the average
completion times.

We also asked participants if they noticed anything unusual in the room. 16
out of 30 participants replied that they noticed the paintings on the wall changed
color between tasks.

5 Discussion & Future Work

In our study, participants noticed the most salient VR regions in their field of
view. This is in line with existing literature, that suggest that humans attend
to the most salient regions of their surrounding [29]. Therefore, this preliminary
investigation suggests that participants pay attention to saliency in virtual envi-
ronments similar to real environments. We investigated how the salient regions
would attract attention during different tasks. Tasks are frequently performed
in VR (for example, user studies in VR, gaming, and other virtual experiences).
Hence, it is important to understand how the virtual environment affects our
behavior during VR experiences.

We found that the participants were unaffected by the saliency during the
tasks. In both saliency conditions, participants did not noticeably glance at the
salient regions during their tasks. They also performed their tasks equally fast
in both settings. The short duration required to complete each task may have
impacted the viewing behaviour of the participants. It is possible that if each
task required a substantially longer time to complete then the participants would
have been likely to also glance more at their surroundings during the tasks. In
the future, we wish to investigate how different categories of tasks as well as task
duration may be affected by saliency.

Saliency can be used to highlight information to users in VR, which is benefi-
cial for many applications like virtual advertisements, storytelling, gaming, and
shopping. However, based on our results, designers should be aware that salient
regions do not gain the user’s constant attention while they are focused on other
tasks, even if the salient regions are located within their field of view. There-
fore, designers should consider utilizing the more relaxed periods in their VR
experiences (e.g., after a task has been finished) to guide users through saliency.

Our early investigation had some limitations and therefore there is room for
more in-depth studies in the future. First, we only explored one type of subtle
change in saliency and we only focused on the most salient objects in the envi-
ronment (the paintings on the wall). The saliency of a VE can be manipulated in
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various other ways — and to a varying extent — and these should be investigated
in the future. In particular, research should investigate the effect of combining
other forms of saliency to understand its effect in VR, mainly combining color
with shape and illumination as all these play a role in the design of VR envi-
ronments. Second, visual attention could be further investigated by considering
additional measures such as eye blinking and fixation time. Third, we wish to
explore visual attention during a more diverse set of tasks. In particular, we plan
to include VR tasks of varying cognitive requirements to see if saliency plays a
bigger role in cognitively demanding tasks.

6 Conclusion

To explore the effect of saliency on visual attention and task performance in
VR, we conducted a preliminary study where participants performed several
tasks in VR while we manipulated the saliency of the environment. We learned
that although participants do notice different saliency levels in the VE, it has no
significant effect on visual attention or task performance. Rather, participants
focus on the objects relevant to their task, and are more prone to detecting the
salient regions in the environment between the tasks. We believe that our work
helps us understand how saliency affects attention in VR. For example, designers
of virtual environments and virtual experiences who want to use saliency changes
to guide users, could consider leveraging the downtime between tasks for more
effective guidance.
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