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During the transition from the RANS (Reynolds-Averaged Navier-Stokes) mode to the LES (Large
Eddy Simulation) mode, i.e., in the so-called grey area, continuous hybrid RANS/LES approaches
suffer from the well-known problem of excessively slow generation of resolved structures. Indeed,
when the mesh is refined in the direction of the flow, the model is designed to reduce the modeled
energy, but there is no mechanism to transfer the equivalent amount of energy into the resolved
motion. Hence, the total turbulent energy and turbulent stresses are underestimated, which strongly
affects the prediction of the mean flow. This also constitutes a violation of the conservation of
mechanical energy, which can only be corrected by an active approach, i.e., an approach that allows
the injection of resolved energy. The aim of this work is to develop such an active approach based
on the introduction of a fluctuating volume force into the resolved momentum equation, similar to
the anisotropic linear forcing (ALF) method proposed previously. The major difference with ALF
is that the new method does not require target statistics obtained by a RANS computation, but is
based on a simple analysis of the rate of energy transfer related to variations in resolution, enabling
the forcing to be extended to continuous hybrid RANS/LES. Application of the new method to
the cases of a channel with or without periodic constriction shows a drastic improvement over the
case without forcing. Although the method is applied herein to a particular hybrid RANS/LES
approach (HTLES, hybrid temporal LES), it can easily be extended to any other approach, as long
as a parameter identifies variations in resolution, and thus offers vast application prospects.

I. INTRODUCTION

Computational fluid dynamics (CFD) is a powerful
tool for predicting complex turbulent flows. Although
RANS (Reynolds-Averaged Navier-Stokes) computations
are the industrial standard practice, they often do not
provide accurate enough results in separated flow regions
and also do not provide time-dependent information.

For instance, it is of great importance to describe
the unsteady behavior of large-scale energetic structures
of turbulence to predict aerodynamic loads and ther-
mal fatigue in industrial applications. LES (Large-
Eddy Simulation) can provide these quantities but at
a high computational cost, which motivates the use of
hybrid RANS/LES models which offer the best poten-
tial to achieve the balance between LES and RANS ad-
vantages. Indeed, LES can capture large-scale struc-
tures in regions of interest, while RANS models are ap-
plied to regions where LES is not needed or too CPU-
demanding. Over the last couple of decades many con-
tinuous hybrid RANS/LES approaches have been pro-
posed, such as Detached Eddy Simulations (DES) and
variants,1–3 Partially Averaged Navier-Stokes (PANS4),
Scale-Adaptive Simulations (SAS5), Partially Integrated
Transport model (PITM6), Continuous Eddy Simulation
(CES7), to name a few (see, for instance Chaouat8 or
Heinz,9 for recent reviews).

The main purpose of any continuous hybrid
RANS/LES method is to reduce the modeled tur-

bulent stresses in the LES region either by modifying the
eddy-viscosity formulation, or by manipulating terms in
the equations. While transitioning from RANS to LES,
we go from fully modeled to partially resolved quantities
and by doing so, the reduction in modeled energy should
be compensated by the increase in resolved energy.
However, the growth of the resolved fluctuations relies
entirely on natural instabilities, and is generally not
fast enough to compensate for the stress decay imposed
in the model, a phenomenon known as Modeled Stress
Depletion.10 This is illustrated by Fig. 1, which shows
Q-isocontours for the periodic hill case, where upon
transitioning from RANS to LES, it is seen that it
takes a long time to generate the resolved structures.
This lack of resolved energy in the transition zone from
RANS to LES is also known as the grey area problem,
and significantly degrades the mean flow predictions.
This problem can be alleviated by decreasing to zero
the subgrid viscosity in the initial region of a detached
shear layer, in order to avoid this viscosity delaying the
development of instabilities.11 However, this solution
relies essentially on the presence of inflectional velocity
profiles and does not inject energy into the resolved
motion, such that, as shown below, mechanical energy is
still lost.

The problem of the absence of energy transfer between
modeled and resolved parts can be clearly illustrated by
a thought experiment, the simplified case of a RANS-to-
LES transition in grid turbulence, as shown in Fig. 2:
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FIG. 1: Isocontours Q = 0.2U2
b /h

2 colored with the velocity magnitude and, in the background, modeled-to-total
turbulent energy ratio r, indicating the regions solved in RANS (r = 1) and in LES (r < 1). Here the HTLES model

of Duffal et al.12 is used.
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FIG. 2: Illustration in grid turbulence of the problem of the absence of turbulent energy transfer between the
modeled part and the resolved part. (a) Schematic view of a grid turbulence experiment. (b) Schematic evolution of

the turbulent energy partition during a RANS-to-LES transition in hybrid RANS/LES.

this corresponds to famous grid turbulence experiments,
as measured for instance by Comte-Bellot and Corrsin.13

In such a flow, turbulence is generated by the grid and
convected downstream by a uniform flow. Due to the ab-
sence of a velocity gradient, there is no turbulence pro-
duction, and the turbulent energy decreases as a power
law of x. If an eddy-viscosity model is used for the sub-
filter stress, the molecular and turbulent diffusion terms
in the resolved momentum equation write

∂

∂xj

[
(ν + νsfs)

∂ũi
∂xj

]
(1)

(the tilde stands for the filtering operator as defined in
section II). In the RANS region, the resolved velocity is
the mean velocity, i.e., the uniform velocity field. Con-
sequently, in the momentum equation, the velocity gra-
dient ∂ũi/∂xj , the convection term ũj∂ũi/∂xj and the
diffusion term (1) are zero. Therefore, the resolved mo-
mentum equation reduces to

1

ρ

∂p̃

∂xi
= 0 (2)

whose solution is 0 = 0. When at a given position
the mesh is refined to switch to LES mode, the hybrid

RANS/LES model strongly decreases the turbulent vis-
cosity. However, since the turbulent viscosity does not
appear in Eq. (2)as explained above, the RANS solution
0 = 0 remains a solution of the equation. Resolved struc-
tures will appear only slowly, due to the natural insta-
bility of the flow. However, as the meshes used are much
coarser than those required for DNS, this natural transi-
tion can be strongly delayed, or completely suppressed.
Fig. 2 shows the desired result: the modeled energy km
is strongly reduced due to the refinement, which is com-
pensated by an increase of the resolved energy kr, so that
the total energy k = kr + km remains insensitive to the
refinement. We will in practice obtain kr ' 0 and the
energy k will decrease drastically, following km.

Two fundamental conclusions can be drawn from this
thought experiment:

i) It is obvious that no modification of the model for
the unresolved part can correct this problem, since
the model is not involved in Eq. (2).

ii) There is actually here a fundamental problem of
violation of the conservation of mechanical energy.

It will be seen below that the decrease of the modeled en-
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ergy corresponds to a modification of the partition mod-
eled/resolved energy, which generates terms in the mo-
mentum equation that are not taken into account. This
loss of turbulent energy, and thus the decrease of the to-
tal turbulent stresses which drive the mean momentum,
affects the mean velocity profiles in turbulent shear flows.
Since the missing terms are actually forces, the goal of
this paper is develop a volume forcing method to inject
energy into the resolved motion.

It is legitimate to wonder whether it is necessary to cor-
rect this problem in all cases. Indeed, many applications
of continuous hybrid RANS/LES models are available in
the literature that do not introduce this type of forcing:
if fluctuations appear naturally at the transition from
RANS to LES, which is often the case in the presence of
a detached shear layer, the solution is acceptable, and it
is possible to promote the appearance of resolved struc-
tures, for example by radically decreasing the subgrid
viscosity in this zone.11 However, it is important to note
that in this case there is still a violation of the conser-
vation of mechanical energy: there is no mechanism that
transfers modeled energy to resolved energy. The growth
of the resolved fluctuating energy is therefore necessar-
ily obtained by taking from the mean flow this missing
part of the mechanical energy, which consequently alters
the mean flow. It is therefore preferable, in all cases, to
correct this mechanical energy conservation issue.

To address this issue, a few methods have been de-
veloped that introduce, in one way or another, resolved
fluctuations. A comparative study of several methods
was performed by Keating et al..14 Synthetic turbulence
methods are generally based on Fourier reconstruction
techniques, where spatial and temporal correlations can
be introduced.15,16 Other approaches introduce virtual
vortices of simple shape, either by directly superimpos-
ing them to the velocity field or by introducing a restoring
force in the momentum equation.17,18 Spille-Kohoff and
Kaltenbach19 proposed an approach based on a volume
forcing of the wall-normal velocity in order to control
the shear stress in a set of planes close to the LES inlet.
Laraufie et al.20 modified this approach by controlling
the diagonal Reynolds stress in the wall-normal direction
rather than the shear stress. A common feature of all
these approaches is that the interface between the RANS
and LES zones must be geometrically simple (typically a
plane normal to a shear layer) and the flow direction well
identified. Indeed, when synthetic vortices are generated,
a great deal of information is required to adapt their size,
impose a possible periodicity in the transverse direction,
and advect the vortices. Typically, the size and energy
of the vortices must be obtained from existing informa-
tion, such as upstream statistics from the RANS region
or distance to the wall. Approaches based on volume
forcing are also linked to a particular component of the
Reynolds stress tensor and therefore to the relative ori-
entations of the flow and the wall. For future application
in complex industrial geometries, and for possible adap-
tation of the RANS and LES zones during the course of

the computation, it is highly desirable to have a more
flexible approach, requiring only quantities at the point
under consideration and no limitation as to the orienta-
tion or geometry of the interface.One such approach is
the ALF method (anisotropic linear forcing), which is a
generalization of the above-mentioned volume forcing ap-
proaches, based on the imposition of a complete target
Reynolds-stress tensor in a volume at the beginning of
the LES region.21,22 This approach yields an appreciable
reduction of the adaptation distance downstream of the
inlet. However, it is still restricted to zonal RANS/LES
approaches, and also requires target statistics.

In the present paper, a volume forcing method is
proposed for continuous hybrid RANS-LES approaches.
This method is a modification of the ALF to avoid the
need for target statistics provided by a RANS calcula-
tion, which is at the origin of the restriction of the ALF
to zonal hybrid RANS/LES with an overlap between the
RANS and LES domains. Its essence is to evaluate the
energy transfer between the modeled part of the turbu-
lent spectrum and the resolved part, in order to inject
the necessary energy into the resolved motion via a vol-
ume force. It is first evaluated in comparison with the
ALF in the case of a series of hills with idealized inlet
conditions (i.e., given by a preliminary periodic compu-
tation), for which the ALF has already been successfully
tested.23 Then it is further extended to a more realistic
case consisting in a succession of inter-hill regions treated
in RANS and LES, in order to investigate the influence
of the new methodology and analyse the generation of
the turbulent fluctuations. Finally, it is also validated
for the case of a simple plane channel flow, which does
not present a shear layer instability and thus is a more
challenging case for the new method.

In the following section, the continuous hybrid
RANS/LES method used herein (HTLES, Hybrid Tem-
poral LES) is briefly introduced and the results obtained
in the periodic hill case are compared with the reference
LES. These results in the periodic configuration will be
used in the remainder of the article as reference results
for the simulations in spatially developing cases. Section
III presents the theoretical arguments and analytical de-
velopments leading to the proposal of the new volume
forcing method. Section IV A is then devoted to the val-
idation of this new approach in a case in LES mode with
stationary inlet conditions, enabling comparison with the
ALF method, and section IV B to the case of a transi-
tion from RANS to LES followed by a transition from
LES to RANS, which prefigures the use of this new ac-
tive approach in practical applications. Section IV C is
dedicated to the extension of the validation to a plane
channel flow and the investigation of the influence of the
length of the RANS-to-LES transition region.
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II. HYBRID RANS/LES FRAMEWORK

The active approach developed in this paper can po-
tentially be applied to any hybrid RANS/LES method,
as long as one can identify a parameter that drives the
transition from RANS to LES, be it simply the mesh size
or any other parameter that can be calculated during the
computation. Here, the method used is the Hybrid Tem-
poral LES (HTLES)12,24–26, which is briefly presented
below.

In filtered approaches, any flow variable f can be de-

composed into two parts: a filtered part, f̃ , and a sub-
filtered part, f ′′,

f = f̃ + f ′′ , (3)

using a general spatio-temporal filtering operator de-

noted as .̃ ,

f̃ (x, t) =

∫
D

∫ t

−∞
G (x,x′, t, t′)f(x′, t′)dx′dt′ (4)

where D is the domain and G the filter kernel. This defi-
nition encompasses standard LES based on spatial filter-
ing, and temporal LES on which the HTLES approach is
built, hence the name Hybrid Temporal LES.24 Whatever
the type of filter, the equation of the filtered momentum
is :

∂ũi
∂t

+ ũj
∂ũi
∂xj

= −1

ρ

∂p̃

∂xi
+ ν

∂2ũi
∂xj∂xj

− ∂τijsfs
∂xj

(5)

where the subfilter scale (sfs) tensor is defined as the gen-
eralized second-order moment τijsfs = ũiuj− ũiũj .27 This
equation is of the same form as the one obtained by using
the Reynolds decomposition based on the statistical av-
erage . , so that the cornerstone of all continuous hybrid
RANS/LES methods is to use a model making it possi-
ble to transition the closure for this stress tensor from
a RANS model to a LES model in some regions of the
flow. It can be shown that this is equivalent to making
the characteristic size of a spatial filter (resp. a tempo-
ral filter) in homogeneous turbulence (resp. statistically
stationary turbulence) tend to infinity in Eq. (4).28

A. Hybrid model

In HTLES,12 the underlying RANS model is sensitized
to the filter width via the time scale Tm(r), dependent on
the resolution parameter r, which is the modeled-to-total
energy ratio

r =
km
k

, (6)

where k = km + kr is the total turbulent energy, de-
composed into a modeled part km = ksfs = τiisfs/2

and a resolved part kr = (ũiũi − ũi ũi)/2, were the

overbar denotes statistical averaging, approximated by
an exponentially-weighted average29 performed during
the computation. Here, following Duffal et al.,12 this
approach is applied to the underlying k-ω–SST RANS
model, leading to the definition of a resolution-dependent
turbulent time-scale

Tm(r) =
r

ψ (r)

km + crkr
Cµkmω∗m

, (7)

where the hybridization function writes

ψ (r) =
βω

Cµγω + r (βω − Cµγω)
(8)

and the subfilter-scale eddy-viscosity

νsfs =
a1ksfs

max
[
a1ψ (r)ω∗sfs, F2S̃

] . (9)

The transport equations of the k-ω–SST model then be-
come

dksfs

dt
= Pk +

∂

∂xj

[(
ν +

νsfs

σk

)
∂ksfs

∂xj

]
− ksfs

Tm(r)
,

dω∗sfs
dt

= γω
1

ψ (r)
S̃2 +

∂

∂xj

[(
ν +

νsfs

σω

)
∂ω∗sfs
∂xj

]
− βωω∗sfs2

+ (1− F1)2
1

σω2

1

ψ (r)ω∗sfs

∂ω∗sfs
∂xj

∂ksfs

∂xj
,

(10)
where γω, βω, a1, a2, σk, σω, F1 and F2 are the usual co-
efficients and functions of the RANS model.30 The vari-
able ω∗sfs, solution of the second equation, is marked by
a superscript star to emphasize that it is not the specific
dissipation rate except at the RANS limit: in general,
the specific dissipation rate is ψ (r)ω∗sfs, which appears
in Eq. (9). When r = 1 (RANS mode), the equations of
the RANS model are recovered. Note that the coefficient
cr in Eq. (7) is necessary to reach this limit properly
(called the internal consistency constraint): if resolved
structures penetrate from the LES region to the RANS
region, their energy is not counted in order to avoid mod-
ifying the RANS model, since cr is defined as{

cr = 0 if r = 1,

cr = fs if r < 1,
(11)

where fs is the shielding function defined below. When
r < 1 (LES mode), Tm is reduced, which leads to an
increase of the dissipation ksfs/Tm in the ksfs equation,
which in turn decreases ksfs and thus the turbulent vis-
cosity νsfs, a mechanism similar to that operating in two-
equation DES.

HTLES being based on temporal filtering, assuming
an equilibrium Eulerian spectrum, the energy ratio r can
be related to the highest frequency resolvable by the nu-
merical scheme

ωc = min

(
π

τ
,
Usπ

∆

)
(12)
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through the relation

rK =
1

β0

(
Us√
k

)2/3(
ωc
k

ε

)−2/3

, (13)

where the index K indicates that this evaluation is based
on the Kolmogorov assumptions.24 In these relations,
τ is the time step, ∆ the grid step (estimated herein
by the cubic root of the cell volume), β0 = 0.48 and

Us = U +
√

2k/3 is the sweeping velocity.31 Note that
if the time step τ is smaller than ∆/Us (or the sweeping
CFL number τUs/∆ is less than unity) everywhere in the
domain, which will be the case in practice in the present
paper, the cut-off frequency ωc is related to the grid step
∆ and Eq. (13) reduces to the standard relations used,
for instance, in PITM,6

km =

∫ ∞
κc

E (κ) dκ =
∆2/3ε2/3

β0π2/3
, (14)

rK =
1

β0

(
π

∆

k3/2

ε

)−2/3

. (15)

Following Duffal et al.,12 a shielding function fs is in-
troduced in the model as

r = (1− fs) + fs min (1, rK) (16)

fs = 1− tanh [max (ξp1K , ξ
p2
D )] (17)

This function serves two objectives. The first is to avoid
grid-induced separation when the mesh is ambiguous
near the wall, by forcing the RANS mode independently
of the mesh up to a certain distance from the wall, based
on the dimensionless parameter

ξK = C1

(
ν3/ε

)1/4
dw

. (18)

With the values used herein, C1 = 45 and p1 = 8, this
parameter activates the shielding up to y+ ' 100, as
shown by Duffal et al..12 The second objective is to miti-
gate the log-layer mismatch,32 by accounting for the fact
that near-wall cells are generally too elongated for LES
in the near-wall region and postponing accordingly the
RANS-to-LES transition based on the parameter

ξD = C2
∆max

dw
, (19)

with C2 = 1.2 and p2 = 6. ∆max is the longest edge of
the local cell. For details about HTLES, its derivation
and calibration, the reader is referred to Duffal et al..12

B. Comparison with highly-resolved LES

In section IV, the active hybrid RANS/LES approach
will be tested in cases of the spatially developing flows.

As illustrated in Fig. 1, the main issue here is to ensure
a fast transition from a RANS behavior to a developed
LES behavior (with RANS regions along the walls). In
the present section, we will therefore show a short valida-
tion of the fully developed behavior of the HTLES model
described above, by performing periodic simulations that
are compared with the reference refined LES.33 A more
detailed validation is available in Duffal et al..12 Once val-
idated, this periodic HTLES solution will in turn serve
as a reference for the simulations in spatial development
presented in the following sections.

For hybrid RANS/LES approaches, a periodic arrange-
ment of 2D hills in a plane channel constitutes a standard
benchmark case. Because low-frequency phenomena gov-
ern the characteristics of the mean flow, including mov-
ing separation and reattachment points, and large-scale
structures generated by the detached shear layer have a
strong influence on the recirculation region, reproducing
the flow statistics is a real challenge for RANS models
and hybrid RANS/LES generally bring a significant im-
provement.

The flow is characterized by the bulk Reynolds num-
ber, Reb = Ubh/ν = 10595, where Ub is the bulk ve-
locity and h is the height of the hill. The computa-
tional domain is Lx × Ly × Lz = 9h × 3.035h × 4.5h,
and periodicity is applied in the spanwise and stream-
wise directions. Using a source term in the streamwise
momentum equation, a constant mass flow is imposed.
The periodic hill flow is studied using a coarse mesh
M1 (Nx ×Ny ×Nz = 80× 80× 40) and a fine mesh M2
(Nx ×Ny ×Nz = 120× 120× 60) containing more than
three times more cells, which both satisfy ∆y+ ' 1 at the
wall. As a reference, the highly resolved LES produced
by Breuer et al.33 with 13.1 million cells is considered.
Computations are performed using code saturne,34 the
open-source general purpose CFD software developed by
EDF, based on a co-located finite-volume approach that
accepts meshes with any type of cells and any type of
grid structure. The velocity-pressure system is solved
using a SIMPLEC algorithm. A hybrid second-order up-
wind (SOLU)/centered difference (CDS) scheme is uti-
lized, similar to the one proposed by Travin et al.,35 using
cr from Eq. (11) as a blending coefficient.12

The distribution of skin friction on the lower wall high-
lights the behavior of HTLES and LES. In Fig. 3, it is
seen that HTLES reproduces results similar to the refer-
ence data, using both grids, although M1 appears slightly
too coarse at the top of the hill. Focusing on profiles ex-
tracted at different streamwise locations (x/h = 0, 2, 4,
6 and 8) for the mean velocity and total turbulent en-
ergy (resolved + modeled), the reference data are well
reproduced for both grids as shown in Fig. 4, although
the turbulent energy is overestimated. The discrepancies
between the two grids are minor considering the large
difference in the grid resolution.
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FIG. 3: Comparison of HTLES and LES for the periodic
hill. Skin friction along the lower wall.

III. ACTIVE HYBRID RANS/LES APPROACH

As mentioned in the introduction, the objective of this
paper is to improve the transition between an upstream
RANS zone and a downstream LES zone, i.e., to mit-
igate the grey area problem. Firstly, Fig. 1 illustrates
the baseline situation: we perform a channel simulation
with periodic constriction, this time not in a periodic
domain, but in a spatially developing domain, with in-
let and outlet boundaries. The computational domain
contains n inter-hill subdomains bounded by n + 1 hills
(the entrance and exit of the domain being located at
the tops of the hills, the first and the last hills are in
fact half-hills). There will be n = 3 subdomains in sec-
tion IV A and n = 5 subdomains in section IV B. Note
that the term subdomain is used here for convenience to
describe a region between two successive hills, but there
is only one computational domain. In order to decouple
the numerical issue from the modeling issue and also to
avoid problems of connections between areas refined dif-
ferently by unstructured or non-conforming meshes, all
the simulations will be performed with the meshes used
in section II B, duplicated in each subdomain. The tran-
sition between upstream RANS mode and downstream
LES mode will be imposed by prescribing a spatial evo-
lution of the resolution parameter r in the model. On
the other hand, in the LES area, r will still be given by
Eq. (16). As illustrated by Fig. 1, the resolved content
in the LES region takes a long time to develop. In order
to remedy this issue, we will now consider a new method
to inject fluctuating energy in the resolved motion.

A. Theoretical framework

Although the active approach developed herein is ap-
plicable to any continuous hybrid RANS/LES model, it
is convenient to illustrate its rationale from a filtering
formalism. Indeed, the effect of a change of resolution
on the energy partition between the resolved motion and
the modeled motion is illustrated in Fig. 5, here for a
refinement, but the opposite is true for a coarsening.
When going from a coarse mesh to a fine mesh, the cut-
off wavenumber of the filter (or frequency for a temporal
filter) is modified. As shown in Fig. 5a, when the mesh
is refined, the resolved energy increases and the mod-
eled energy decreases. Consequently, the energy that ap-
pears shaded in Fig. 5a corresponds to an energy transfer
from the modeled part to the resolved part. It is this en-
ergy transfer that we will try to represent in the active
model. The interpretation in physical space is illustrated
by Fig. 5b, in which the typical evolution of the turbu-
lent energy along a streamline is plotted. The solution
on a coarse mesh, shown in dashed lines, exhibits some
partitioning of the total turbulent energy between the
modeled km and resolved kr parts. On a finer mesh, the
solution, represented in dash-dotted lines, exhibits a dif-
ferent energy partition, with more resolved energy and
less modeled energy. In theory, however, this different
distribution should not affect the total turbulent energy.
If a fluid particle passes along a streamline through a
zone of gradual mesh refinement, then the resolved and
modeled energies should follow the evolution plotted in
solid lines, and the total turbulent energy should remain
constant.

This observation is related to the issue, shown by sev-
eral authors,28,36–40 that when the equations for the fil-
tered quantities are derived, terms arise due to the varia-
tion of the filter size in the equation due to the fact that
the filter does not commute with the derivatives. These
terms, also called commutation error, correspond to the
transfer of energy which is missing in the model. For in-
stance, following Chaouat and Schiestel,39 one can note
that if the filter width of the kernel G defined by Eq. (4)
is variable in space, the spatial derivative of a filtered

quantity f̃ generates the commutation error

∂f̃

∂xi
− ∂̃f

∂xi
=

∫∫∫
D

∫ t

−∞

∂G

∂xi
f dx′dy′dz′dt′. (20)

Here, a different and simpler way of viewing this prob-
lem is used, which has the additional advantage of not
referring to a particular formalism and thus emphasizes
the generality of the approach. It simply consists in con-
sidering, as illustrated by Fig. 5b, that when the mesh
is refined, the variables change (typically, the modeled
turbulent energy is reduced): it is not a question here of
a dependence on the numerical scheme, but of a depen-
dence of the model on the grid step. Thus, it is proposed
to express any filtered field φ as depending not only on
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(a) (b)

FIG. 4: Comparison of HTLES and LES for the periodic hill. (a) Streamwise velocity profiles and (b) total
turbulent kinetic energy profiles.
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FIG. 5: Illustration of the transfer of energy from the modeled to the resolved part in hybrid RANS/LES due to a
change in resolution. (a) In spectral space. (b) In physical space, with an arbitrary spatial evolution of k (s is the

curvilinear coordinate along the streamline).

the coordinates t and xi, but also on the grid step ∆,

φ (t, xi,∆) . (21)

Thus, the variable is no longer a function of four param-
eters, three of space and one of time, but also of a fifth
parameter representing the dependence of the variable on
the grid step, illustrated in Fig. 5b. In other terms, the
variable is now part of a hyperspace of dimension five.
Note that one could, in a completely equivalent way, ex-
press φ not as a function of ∆ but as a function of the
cut-off wavenumber κc or frequency ωc, or of the energy
ratio r as will be shown later on in the paper, but it is

easier to visually represent a dependence on the grid step.
Fig. 6d provides a representation of this hyperspace,

in which here, for obvious reasons, the two dimensions
z and t are not represented. If we follow a fluid parti-
cle (blue trajectory) crossing a domain meshed with a
constant grid step ∆, Fig. 6a, the fluid particle evolves
at a constant ∆, i.e., remains in an horizontal plane in
Fig. 6d. On the other hand, if we follow the fluid particle
(red trajectory) in Fig. 6b, where the mesh is suddenly
refined, the variables that are dependent on ∆ are now
modified by this refinement. Instead of remaining in the
horizontal plane of constant ∆ in Fig. 6d, the solution
goes from a coarse-mesh solution (horizontal plane at
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FIG. 6: Fluid particle trajectories in: (a,b,c) physical space; (d) the hyperspace xi-∆ (the z-direction is omitted).
(a) Uniform mesh; (b) Mesh with a sudden refinement; (c) Mesh with a gradual refinement; (d) View in the (x-y-∆)

space of the three trajectories shown in figures (a), (b) and (c).

large ∆) to a fine-mesh solution (horizontal plane at a
smaller ∆). In the region where the mesh is refined, the
solution thus rapidly moves downward in the direction of
small ∆’s in the hyperspace. This is just a different way
of representing the change in solution linked to a mesh
refinement shown in Fig. 5b. The purple trajectory of
Figs.6c and d corresponds to the solution obtained on a
gradually refined mesh.

This description in a five-dimensional hyperspace al-
lows us to distinguish, in the evolution of the different
physical quantities, what is due to the dynamics of the
flow from what is due to the changes in grid step. Indeed,
the total variation dφ of the variable φ is expressed as

dφ =
∂φ

∂t
dt+

∂φ

∂xi
dxi +

∂φ

∂∆
d∆, (22)

such that

dφ

dt
=
∂φ

∂t
+
∂φ

∂xi

dxi
dt

+
∂φ

∂∆

d∆

dt

=
∂φ

∂t
+∇φ · U︸ ︷︷ ︸

Material derivative

+
∂φ

∂∆

d∆

dt︸ ︷︷ ︸
Extra term

(23)

which is nothing but the summation of the classical mate-
rial derivative and the extra term due to mesh variations.
For the particular case of a constant grid step, this extra
term disappears. Hence the material derivative of the
filtered quantity can be decomposed in two parts:

dφ

dt
=

dφ

dt

∣∣∣∣
∆

+
dφ

dt

∣∣∣∣
t,xi

. (24)

Following the standard notation used in thermodynam-
ics,

dφ

dt

∣∣∣∣
∆

=
∂φ

∂t
+∇φ · U (25)

denotes the derivative of the variable φ at constant ∆,
i.e., the classical material derivative. It is the derivative
taken in an horizontal plane in Fig. 6d. Now,

dφ

dt

∣∣∣∣
t,xi

=
∂φ

∂∆

d∆

dt
(26)

is the derivative at constant t and xi, i.e., the part due
only to variations of ∆, in others words, the derivative
taken in the vertical direction in Fig. 6d.

It is easy to interpret this term by looking at the quan-
tities k, kr and km. Indeed, as illustrated by Fig. 5b, the
total turbulent energy is independent of the grid step,
and thus

∂k

∂∆
= 0 . (27)

Since, k = kr + km,

∂kr
∂∆

= −∂km
∂∆

, (28)

which reflects the fact that a variation of the grid step
leaves the total energy unchanged but changes the en-
ergy partition.For example, if we follow a fluid particle
as it passes through a mesh refinement zone, the case
illustrated by Fig. 5 and Fig. 6b, applying Eq. (23) to
km and kr shows that their evolution along the stream-
line can be separated into two contributions: their mesh-
independent dynamics

dkm
dt

∣∣∣∣
∆

=
∂km
∂t

+ Uk
∂km
∂xk

;
dkr
dt

∣∣∣∣
∆

=
∂kr
∂t

+ Uk
∂kr
∂xk
(29)

and their variation due to the grid step refinement

dkm
dt

∣∣∣∣
t,xi

=
∂km
∂∆

d∆

dt
;

dkr
dt

∣∣∣∣
t,xi

=
∂kr
∂∆

d∆

dt
. (30)
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As for the total turbulent energy k, it is independent of
the grid step, so that

dk

dt

∣∣∣∣
t,xi

= 0. (31)

Since k = kr + km, from Eqs. (30) and (31), we can
conclude that the term

∂kr
∂∆

d∆

dt
= −∂km

∂∆

d∆

dt
(32)

represents the rate of energy transfer from the modeled
part to the resolved part due the refinement of the grid,
i.e., the shaded area in Fig. 5a. It is therefore clear that
this term must be accounted for in the evolution equa-
tions of these quantities. If numerous models take into
account the variations of km, in order to reduce νt, there
is no mechanism to add energy in the resolved part. In-
terestingly, by deriving the subfilter energy equations in
the case of a variable filter, Chaouat41 showed that dif-
ferent terms appear related to the non-commutativity of
the filter with the differential operators, and that the
term (32), originating from the material derivative, is the
dominant term. Our analysis shows that this additional
term arises from the variations of the grid step, indepen-
dent of any underlying formalism and is therefore valid
for any scale-resolving approach in which the partition of
energy is related to the grid step (or any other resolution
parameter), such as the widely spread DDES or PANS
approaches, and even pure LES.

In the framework of the HTLES model, the size of
the filter can, possibly, be related to the time step τ ,
according to Eq. (12). Thus, there is also a sensitivity of
the solution to the time step, and the extra term must
be replaced by

dφ

dt

∣∣∣∣
t,xi

=
∂φ

∂∆

d∆

dt
+
∂φ

∂τ

dτ

dt
(33)

Note that, in most of the usual simulations, the time
step is constant and thus dτ/dt = 0. However, since the
material derivative inherently involves the time deriva-
tive, Eq. (33) encompasses cases where the time step or
the grid step vary in time, such as with automatic mesh
refinement methods.

The example of grid turbulence illustrated in Fig. 2
shows that the hybrid model takes indeed into account
the variations of the modeled energy as a function of
the grid step. In other words, the transport equation of
the modeled energy contains, as for all ∆ dependent vari-
ables, the two contributions of Eq. (24), and the model is
build in order to represent these two terms, i.e., both the
natural evolution and the grid sensitivity of the modeled
energy. For instance, in two-equation DES approaches,
the variation of the modeled energy with the grid step
is taken into account by replacing the turbulent length
scale ` by min(`, CDES∆) in the dissipation rate. On the
other hand, the momentum equation, and consequently

the resolved turbulent energy, remains insensitive to vari-
ations of ∆: this is what we will try to model in the next
section.

B. Modeling of the energy transfer due to
variations of the resolution

In the situation described in Fig. 5, where the mesh
is refined, the HTLES turbulence model is sensitized to
the variation of ∆ because the transport equation of the
subfilter energy

dksfs

dt
= Psfs +Dsfs −

ksfs

Tm
(34)

involves Tm which depends on the energy ratio r, which
is linked to ∆ by Eqs. (12) and (13). In other words, the
model is intended to represent the total variation of ksfs,
i.e., both terms of Eq. (24),

dksfs

dt
=

dksfs

dt

∣∣∣∣
∆

+
dksfs

dt

∣∣∣∣
t,xi

. (35)

As mentioned in section III A, the second term of Eq. (35)
corresponds to the transfer of energy between the mod-
eled part and the resolved part.

However, the resolved momentum equation does not
contain a corresponding term. The only way to intro-
duce a source of resolved energy is to add a force to the
resolved momentum equation. Following De Laage de
Meux et al.,21 it is proposed to introduce a fluctuating
force of the form

fi = Aij ũi +Bi, (36)

which linearly depends on the resolved velocity ũi. Upon
constructing the transport equation for the resolved
stress u′iu

′
j , where u′i = ũi− ũi is the resolved fluctuating

velocity, it can be easily shown that the introduction of
this force introduces the production term

T fij = f ′iu
′
j + f ′ju

′
i = Aiku′ju

′
k +Ajku′iu

′
k, (37)

where f ′i is the fluctuating part of the force. A mean

force fi also appears in the mean momentum equation,
which must be equal to zero, because one does not want
to influence the mean velocity. Hence,

fi = Aij ũj +Bi = 0 (38)

The production term of the resolved turbulent kinetic
energy kr being half the trace of that of the resolved
stresses, it can be written as

T f = Aiku′iu
′
k, (39)

which is nothing else than the average work done by the
force per unit time. If we want this power to be equal
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to the energy decrease in the modeled part due to the
variations of ∆, the relation to satisfy is

Aiku′iu
′
k = −∂km

∂∆

d∆

dt
. (40)

Individually, each component must satisfy

T fij = Aiku′ju
′
k +Ajku′iu

′
k = −

∂τmij
∂∆

d∆

dt
, (41)

where τmij is the modeled part of the Reynolds stress, i.e.,
the Reynolds average of the subfilter-stress tensor, τmij =
τijsfs. Anisotropy is simply accounted for by assuming

∂τmij
∂∆

'
τmij
km

∂km
∂∆

. (42)

Now, the modeled turbulent kinetic energy km is given
by Eq. (14) , such that

1

km

∂km
∂∆

=
2

3∆
. (43)

The conclusion of this analysis is that, at each point
of the domain, the following system of equations must
be resolved to determine the values of Aij and Bi, which
define the fluctuating force fi,

Aiku′ju
′
k +Ajku′iu

′
k = −2

3
C τmij

1

∆

d∆

dt
, (44a)

Bi = −Aij ũj . (44b)

The statistical operator . is approximated by
exponentially-weighted averaging29 to evaluate the
necessary quantities during the computation. Note that
a coefficient C has been introduced in the right hand
side of Eq. (44a). The analytical derivation above shows
that C = 1, but in practice, this coefficient introduces a
degree of freedom to adjust the intensity of the forcing,
as will be discussed later.

Finally, it should be pointed out that the implemen-
tation of the method is relatively straightforward. No
additional transport equation compared to the standard
HTLES method need to be considered. The resolved en-
ergy equation has only been introduced into the theoret-
ical derivation to analyze energy transfers, and does not
need to be solved. The only modification to the compu-
tational code is the introduction of the force fi given by
Eq. (36) as an explicit source term in the resolved mo-
mentum equation. This implies a very small increase of
the computational cost, due to the solving of the system
of Eqs. (44) by a direct method (LU decomposition) in
each point of the domain. For the applications consid-
ered in the present article, the increase in CPU cost is
less than 1%.

C. Accounting for the shielding functions

The forcing given by Eq. (44) is general and can be
applied to any mesh-dependent hybrid RANS/LES ap-
proach, since Eq. (43) simply assumes a Kolmogorov

spectrum. However, since many approaches introduce
shielding functions, such as HTLES used herein, the de-
pendence of the solution on the grid step ∆ is disrupted
near the walls. Therefore, it makes more sense in this
case to consider the dependence of the solution on the
energy ratio r directly,

φ (t, xi, r) . (45)

Upon following the same analytical procedure as in
section III B,

T f = −∂km
∂r

dr

dt
. (46)

Now, km = rk and k is independent of the energy ratio
r, such that

T f = −kdr

dt
(47)

The system of equations to be solved becomes

Aiku′ju
′
k +Ajku′iu

′
k = −Cτmij

1

r

dr

dt
(48a)

Bi = −Aij ũj , (48b)

which is equivalent to Eq. (44) in the absence of shielding
functions, since in this case Eq. (15) leads to

1

r

dr

dt
=

2

3

1

∆

d∆

dt
.

This expression thus makes it possible to take into ac-
count a more complex formulation than a simple depen-
dence on the grid step ∆. It can be extended to any other
resolution parameter.

IV. RESULTS AND DISCUSSION

The volume forcing given by Eq. (48) is a modification
of the original ALF (Anisotropic Linear Forcing) pro-
posed by De Laage de Meux et al.21 (see below). The
ALF method was originally developed to generate fluctu-
ations at the entrance of a LES domain in a zonal hybrid
RANS/LES approach, with an overlap of the RANS and
LES zones: in the overlap zone, the intensity of the forc-
ing in LES is driven by the statistics given by the RANS.
In order to validate that the modified ALF developed in
the previous section, which does not use RANS statistics,
works similarly to the original ALF, a configuration that
makes it possible to compare the two approaches is first
considered. In a second step, the validation of the new
method, the continuous active hybrid RANS/LES ap-
proach based on this modified ALF, will be performed in
a case that represents its real objective, namely a contin-
uous RANS/LES hybrid simulation with transition from
RANS to LES and from LES to RANS. Finally, the val-
idation will be extended to the case of a plane channel,
which is more challenging since it does not exhibit an
inflexional velocity profile likely to easily generate struc-
tures.
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A. Comparison with the original ALF

The configuration to compare the two approaches is
the case n = 3 (3 inter-hill subdomains) described at the
beginning of section III, in which the inlet conditions are
independent of time. The aim of the forcing is to achieve
rapid spatial development of the LES solution, i.e., to
tend as quickly as possible towards the periodic HTLES
solution presented in section II B. If we were to use the
periodic RANS solution as an inlet condition, the sim-
ulation would have to perform a double adaptation in
order to tend towards the periodic HTLES solution: cor-
recting the RANS velocity field and generating resolved
structures. In order to decouple these two issues, we in-
troduce here as inlet condition at x/h = 0 the mean pro-
file resulting from the periodic HTLES solution, so as to
focus solely on the issue of generating resolved structures,
leaving the coupled problem for later (section IV B). The
same mesh (M1) and numerical parameters as for the pe-
riodic HTLES are used, and a simulation without forcing
is also performed.

In the original ALF, the forcing is designed in order
to drive both the mean and fluctuating fields towards a

target mean velocity U†i and Reynolds-stress tensor τ †ij
obtained from a RANS computation in an overlapping
zone. By identifying the work done by the force as in
section III B, De Laage de Meux et al.21 showed that
this can be achieved by using the system of equations

Aiku′ju
′
k +Ajku′iu

′
k =

1

τr

(
τ †ij − u′iu′j

)
, (49a)

Aij ũj +Bi =
1

τv

(
U†i − ũi

)
, (49b)

where τv and τr are the relaxation times

τr = max

(
2τ, 0.01

k†

ε†

)
and τv =

5h

Ub
, (50)

with τ the time step and Ub the bulk velocity. The com-
putation using this original ALF consists of two over-
lapping zones: the upstream zone, which only contains
the flow statistics and provides the target mean velocity

U†i and Reynolds-stress tensor τ †ij ; and the downstream

zone, treated with HTLES in LES mode (with shield-
ing functions). In the overlap, which covers the region
x/h ∈ [0, 2], the ALF is activated. Again, to get rid of the
detrimental influence of a RANS model, here the target
solution is obtained from averaging in time the periodic
HTLES, which can be viewed as an ideal RANS com-
putation, since it indeed provides the targeted solution.
Therefore, the computation in the upstream zone corre-
sponds to the periodic HTLES computation described in
section III and is in practice performed in advance. The
inlet conditions for the downstream computation is also
the time-averaged periodic HTLES. Moreover, in order
not to bias the comparison, it is ensured that, as for the
modified ALF presented in previous section, the force

does not influence the mean flow: the rhs of Eq. (49b) is
replaced by 0.

Moreover, in order to make a fair comparison between
the different approaches, the following procedure is used
for the other spatially-developing HTLES computations,
without forcing (standard HTLES) and with forcing (ac-
tive HTLES). The same inlet conditions are used, with
the average velocity profile obtained in periodic HTLES,
and also ksfs equal to the total turbulent energy. Just
at the inlet, the RANS mode is activated, by imposing
r = 1 in the model. A transition from RANS to LES is
imposed gradually from x/h = 0 to x/h = 2, by enforcing
a modified r

rmod = (1− f) + f r with f(
x

h
) =

1

2

x

h

for
x

h
∈ [0; 2], (51)

such that r = 1 at the inlet and gradually reduces to the
usual value in HTLES given by Eq. (16). Since the mesh
is the same mesh as used for the periodic HTLES and for
the HTLES with the ALF, after x/h = 2 the LES mode
is activated.

From Fig. 7, it can be seen that in the case of the stan-
dard HTLES, without forcing, the recovery of the total
turbulent kinetic energy is very slow. Just after the in-
let (x/h ' 0), the turbulent energy is virtually equal to
the one of the periodic case, since it is entirely modeled
(r = 1, RANS mode) and the periodic profile of the total
turbulent energy is imposed as the boundary condition
for the modeled energy ksfs. In the RANS-to-LES transi-
tion region (x/h ∈ [0, 2]), ksfs is gradually decreased due
to Eq. (51), and the growth of resolved turbulent energy
is supposed to compensate for this decrease. However,
Fig. 7 shows that this compensation mechanism does not
work. Indeed, the total turbulent energy remains very
small in the first subdomain (x/h ∈ [0, 9]); starts increas-
ing, essentially in the detached shear layer, only in the
second subdomain (x/h ∈ [9, 18]); and eventually recov-
ers the expected level at the end of the third subdomain
(x/h > 24) (it is recalled that there is only one compu-
tational domain and that the term subdomain is used to
identify the regions between two successive hills). This
underestimation is due to the very slow development of
the turbulent structures and thus of the resolved energy.
This has a great influence on the velocity profiles, visi-
ble in Fig. 7: the lack of mixing of momentum by the
turbulent structures is at the origin of a too weak en-
trainment and thus of an underestimation of the back-
ward velocity and an overestimation of the size of the
recirculation zone. Consequently, the friction coefficient
Cf is very poorly reproduced, until the end of subdo-
main 2 (Fig. 12a). When the turbulent energy returns
to a correct level in the third subdomain, the velocity
profiles are much better predicted and Cf tends towards
the value obtained in the periodic simulation when ap-
proaching the last hill.

In contrast, it can be seen that the ALF is very efficient
in generating resolved energy quickly and thus maintain-
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(a) Subdomain 1

(b) Subdomain 2

(c) Subdomain 3

(d) Subdomain 1

(e) Subdomain 2

(f) Subdomain 3

FIG. 7: Profiles of total turbulent kinetic energy (a,b,c) and mean velocity (d,e,f) in the different subdomains.
Comparison of periodic HTLES, HTLES without forcing, HTLES with the ALF and Active HTLES, both with a

forcing in the region x/h ∈ [0, 2].
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ing a total energy level very close to that obtained in
the periodic simulation. This is achieved by forcing at
each point in the region x/h ∈ [0, 2] towards the tar-
get turbulent energy according to Eq. (49a). However,
Fig. 7a shows that at x/h = 4, after the end of the forc-
ing region, a part of the generated fluctuations have been
dissipated, and the turbulent energy is slightly underes-
timated. However, at the end of the first subdomain,
the energy, the velocity profile (Fig. 7d) and the friction
coefficient (Fig 12a) are very well reproduced. The re-
sults tend almost perfectly to the periodic results in the
middle of the second subdomain (Figs. 7b, 7e and 12a).

The challenge for the new forcing method, which has
no target field but is simply based on the estimate
Eq. (48a) of the energy rate to be injected into the re-
solved part, is to approach the very good results obtained
with the ALF. It can be seen in Fig. 7a that in the mid-
dle of the RANS-to-LES transition zone, at x/h = 1, the
total turbulent energy is underestimated: the modeled
energy has been reduced by the HTLES model, and the
fluctuating energy generated by the forcing is not suffi-
ciently developed yet. The activation of the forcing is
related to the transition from RANS to LES driven by
Eq. (51), which imposes a decrease of r along the stream-
lines. On the other hand, at the end of the transition zone
(x/h = 2), we observe a slight overshoot of the turbulent
energy in the detached shear layer and in the recircula-
tion zone, and a stronger overshoot in the core of the
flow. The velocity profiles (Fig. 7d) are then slightly less
accurate than those given by the ALF method. However,
it can be seen that from the end of subdomain 1, the re-
sults given by the active HTLES are very close to those
given by the ALF and the periodic HTLES, both for the
turbulent energy, the velocity profiles and the friction
coefficient.

It is to be noted here that the coefficient C = 1 is used
in Eq. (48a). A study of the influence of this coefficient
has of course been performed (not shown here). An in-
crease of C accelerates the production of resolved energy,
at the cost of a stronger overshoot at the end of the tran-
sition region; a decrease of C suppresses the overshoot
but finally degrades the results at the exit of the transi-
tion region. Similar to what was observed for the ALF,
a part of the resolved energy generated by the forcing is
dissipated, and it can be considered that a small over-
shoot at the exit of the transition region for the active
HTLES is favorable, such that the theoretical coefficient
C = 1 is kept for the following.

In conclusion, both the ALF associated with HTLES
in zonal version and the new continuous approach called
active HTLES achieve a fast transition from RANS to
LES in this configuration. As the ALF was previously
validated by De Laage de Meux et al.21 and Duffal,23

this comparison was used to support the fact that it is
possible to avoid the need for a target field in the forcing,
by replacing the restoring term in Eq. (49a) with the
estimate of the rate of energy to be transferred from the
modeled part to the resolved part used in Eq. (48a).

This modification is decisive, since it makes it possi-
ble to adapt to continuous hybrid approaches the forcing
method initially developed for zonal hybrid approaches
with an overlapping zone. The following section is there-
fore devoted to the validation of the new approach in a
configuration for which it was developed, with transition
from RANS to LES and from LES to RANS.

B. Validation in a fully realistic configuration

The active approach is now tested in a more realistic
scenario, where the simulation transitions from a fully
developed RANS solution to LES, and back from LES
to RANS at the end of the domain. The geometrical
representation of this case n = 5 (5 inter-hill subdomains)
is shown in Fig. 8 . Two subdomains are treated in RANS
mode, one at the entrance and one at the exit; and the
other three are treated in LES mode (once again, it is
recalled that there is only one computational domain and
that the term subdomain is used for convenience). The
RANS-to-LES transition is imposed in the region x/h ∈
[0, 2] using Eq. (51), and for the LES-to-RANS transition,
the modified r is imposed in a similar way in the region
x/h ∈ [25, 27] using f(x/h) = (27− x/h)/2.

Three cases are compared: (i) a standard HTLES with-
out forcing; (ii) Active HTLES with forcing only acti-
vated in case of RANS-to-LES transition; (iii) Active
HTLES with forcing both for RANS-to-LES and for LES-
to-RANS transition. The results are compared with the
periodic RANS solution in RANS regions and with the
periodic HTLES transition in LES regions. The compu-
tations use the same mesh M1 as in sections II B and
IV A and the same numerical parameters.

Figs. 12b, 9, 10 and 11 show, for the three cases,
the comparisons of the friction coefficient, Q-isocontours,
turbulent energy profiles and mean velocity profiles, re-
spectively. Note that in all these figures, the reference
solution is the periodic RANS solution in subdomains 1
and 5, and the periodic HTLES solution in subdomains 2,
3 and 4. In the first subdomain, treated in RANS mode
(r = 1), since the inlet conditions correspond to the pe-
riodic RANS solution, the three approaches preserve this
solution almost perfectly. The small discrepancies are
only due to the fact that at the end of the RANS region
at x/h = 0, instead of having a periodicity condition, the
transition zone from RANS to LES starts, which has a
small influence on the upstream region.

From the isocontours Q = 0.2U2
b /h

2 plotted in Fig. 9,
it is seen that when no force is applied, the resolved struc-
tures take a long time to develop after the RANS-to-LES
transition located between x/h = 0 and x/h = 2. In
contrast, when the forcing is applied, one can observe a
rapid appearance of resolved structures.

This makes a major difference for the turbulent en-
ergy in the LES zone shown in Figs. 10b, 10c and 10d.
Without forcing, the turbulent energy is very strongly
underestimated until the end of subdomain 4, in a man-
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FIG. 8: Geometrical representation of the case n = 5, showing the isocontours of the modeled-to-total energy ratio
r, indicating the regions solved in RANS (r = 1) and in LES (r < 1).

FIG. 9: Isocontours Q = 0.2U2
b /h

2 colored with the velocity magnitude and, in the background, modeled-to-total
turbulent energy ratio r, indicating the regions solved in RANS (r = 1) and in LES (r < 1). Top: Without forcing,

Middle: Forcing at the RANS-to-LES transition, Bottom: Forcing at both the RANS-to-LES and the LES-to-RANS
transitions.

ner very similar to the case studied in section IV A, in
which the essential difference is that at x/h = 0, the peri-
odic HTLES solution was used as a boundary condition,
whereas here, the values at x/h = 0 are advected from
the RANS zone. The velocity profiles in Fig. 11 and es-
pecially the comparison of Cf in Figs. 12a and 12b show
that this modification does not change much the results
obtained in the LES zone, which are equally inaccurate.

When the forcing is introduced (regardless of whether
it is activated or not in the downstream LES-to-RANS
transition zone), the generation of resolved turbulent en-
ergy occurs rapidly (Fig. 9). However, a larger overshoot
is observed compared to the situation discussed in section
IV A (Fig. 10b). This difference arises from the fact that
the velocity profiles and turbulent variables at the loca-
tion x/h = 0 are no longer the ideal periodic HTLES pro-
files, but rather those advected from the upstream RANS
domain, which are quite different. Fig. 12 illustrates that
in this case, the reproduction of the friction coefficient is
less accurate in the region x/h ∈ [0, 9] compared to the
case in section IV A, because the LES mode of HTLES,
in addition to developing resolved structures, needs to
correct the mean field originating from the RANS re-
gion. Fig. 10f displays, at the end of the transition zone
(x/h = 2), the breakdown of turbulent energy into mod-
eled (km) and resolved (kr) components. In the absence
of forcing, the resolved energy is nearly zero throughout.
As mentioned earlier, the reverse flow velocity is very
low in the recirculation region (Fig. 11b), causing com-
plete flow relaminarization, with the modeled energy also

going to zero. In contrast, with active HTLES, the re-
solved energy develops significantly, leading to the afore-
mentioned overshoot. In this case, similar to the situ-
ation discussed in section IV A, the investigation of the
influence of the coefficient C (not presented here) indi-
cates that it is preferable to generate an overshoot at the
end of the transition zone, thereby maintaining C = 1.
The recovery of the reference (periodic) HTLES solution
is slower than in the idealized scenario discussed in the
previous section, where periodic profiles were imposed
at the inlet. The turbulent energy and velocity profiles
still exhibit slight deviations from the periodic solution
in the middle of subdomain 4 (Figs. 10d and 11d). How-
ever, Fig. 12b shows that the friction coefficient is very
satisfactory starting from the end of subdomain 2, i.e.,
the first subdomain in LES mode.

An interesting observation in this context emerges
when the forcing is applied also at the LES-to-RANS
transition, i.e., at the end of subdomain 4 (x/h ∈
[25, 27]). Fig. 13 illustrates the behavior of the half-trace
of the rhs of Eq. (48a), which represents the average
production of resolved energy due to the volume forc-
ing. It reveals that the situations in the RANS-to-LES
and LES-to-RANS transition zones are reversed. Specif-
ically, in Fig. 13a, the forcing contributes energy to the
resolved motion, except near the lower wall at the lo-
cation x/h = 2, where the flow reenters from the LES
region into the near-wall RANS region imposed by the
shielding function. Conversely, in Fig. 13b, except for
near the wall at the beginning of the hill, one predom-
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(a) Subdomain 1 (b) Subdomain 2

(c) Subdomain 3 (d) Subdomain 4

(e) Subdomain 5 (f) Breakdown of total energy.

FIG. 10: (a) to (e): Profiles of total turbulent kinetic energy in the different subdomains, (f): Breakdown of total
turbulent kinetic energy into modeled turbulent kinetic energy and resolved turbulent kinetic energy at the end of

the region of transition from RANS to LES in the case with forcing (active HTLES) in the first subdomain.
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(a) Subdomain 1 (b) Subdomain 2

(c) Subdomain 3 (d) Subdomain 4

(e) Subdomain 5

FIG. 11: Profiles of averaged velocity in different subdomains.
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(a) Case n = 3 (b) Case n = 5

FIG. 12: Skin friction coefficient along the lower wall

(a) RANS-to-LES transition (b) LES-to-RANS transition

FIG. 13: Profiles of the half-trace of the rhs of the forcing (48) in the transition region (mean production of resolved
energy). Case of active HTLES with forcing activated at both RANS-to-LES and LES-to-RANS transitions.

inantly observes a flow transitioning from the LES re-
gion (r < 1) to the RANS region (r = 1), resulting in a
positive material derivative of r and consequently the de-
struction of resolved energy. However, Fig. 9 reveals that
resolved structures persist in all cases at the beginning
of the RANS domain. Nonetheless, as shown in Fig. 10e,
turbulent energy is indeed reduced in the core of the flow
due to the negative forcing, but not significantly in the
separated shear layer and recirculation zone. Despite this
modest effect, it is still visible that the velocity profiles
within the recirculation zone are closer to the RANS pro-
files (Fig. 11e). In Figs. 10e and 11e, the reference peri-
odic HTLES solution is also shown, in order to empha-
size that it is not a serious problem if resolved structures
survive in the RANS zone after the RANS-to-LES transi-

tion, since the solution then remains close to the solution
obtained in LES mode, which is better than the RANS
solution. However, it may seem more consistent for the
solution to return as rapidly as possible to the RANS so-
lution. To this end, it is possible to increase the effect
of the forcing by identifying the RANS-to-LES transition
and the LES-to-RANS transition from the sign of dr/dt
in Eq. (48a), and using a larger coefficient C = 1.75 in
the second case instead of C = 1. Fig. 14 shows that this
increase in coefficient indeed speeds up the transition to
the RANS solution: in particular, even though there is
still excessive resolved energy, the velocity profile of the
RANS solution is recovered as the last hill is approached.

Finally, the robustness of the method to mesh refine-
ment is verified using the two meshes M1 and M2 of sec-
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tion II B. It can be seen from Fig. 15, which compares
streamwise velocities in subdomain 2 and friction coeffi-
cients at the lower wall, that mesh sensitivity is slightly
more pronounced than for periodic HTLES, but does not
significantly influence the results. In the transition zone
at the beginning of subdomain 2, the velocity profiles are
virtually identical, and only a moderate difference is ob-
served in the second part of subdomain 2. However, the
friction coefficients at the lower wall show no more dif-
ference between the M1 and M2 meshes than in the case
of the periodic HTLES studied in section II B. These re-
sults therefore show that the active method is relatively
robust to mesh refinement.

C. Channel flow

The previous section successfully showed that the pro-
posed active method can efficiently generate resolved
structures at the RANS-to-LES transition in the case
of the hill flow. This flow, representative of many de-
tached flows, is a relatively favorable case. Indeed, re-
solved structures are generated, even if insufficiently, in
the detached sheared layer, and the forcing has the role of
amplifying them. Many other flows, in particular bound-
ary layers, do not exhibit linear instability promoting the
generation of resolved structures. It is also desirable in
general to be able to generate these structures in a bound-
ary layer upstream of an obstacle, for example, to be able
to resolve the flow around the obstacle in LES mode.
This is why the present section focuses on the question
of the RANS-to-LES transition in a channel flow.

The flow is characterized by the friction Reynolds num-
ber, Reτ = uτh/ν = 590, where uτ is the friction velocity
and h is the half-height of the channel. The periodic so-
lution, which will serve as a reference here, obtained in
a domain of size Lx × Ly × Lz = 6.4h × 2h × 3.2h, was
studied in detail by Duffal et al.12 and shown to be sat-
isfactorily close to the DNS data.42 The mesh used here,
Nx ×Ny ×Nz = 64× 96× 64, satisfying ∆y+ ' 1 at the
wall, was shown to be sufficiently fine for HTLES.12

Here, simulations in spatial development are per-
formed, with inlet and outlet conditions. The computa-
tional domain and the mesh used for the periodic calcu-
lation are simply duplicated ten times, so that the overall
size is Lx ×Ly ×Lz = 64h× 2h× 3.2h, discretized using
the mesh given by Nx ×Ny ×Nz = 640 × 96 × 64. The
initial part of the channel, (x/h ∈ [0, 6.4]), is treated in
RANS mode by imposing the energy ratio r = 1 in the
model. The gradual transition from RANS-to-LES oc-
curs in x/h ∈ [6.4, 12.8], by enforcing a modified energy
ratio rmod, as done in previous section:

rmod = f + (1− f) r with f
(x
h

)
= 2− 1

6.4

x

h
for x/h ∈ [6.4, 12.8] (52)

and the rest of the channel is treated in LES mode

(f = 0). Periodic RANS computations are used as in-
let boundary conditions.

Fig. 16c shows that without forcing, the total turbulent
energy is severely underestimated, all along the channel,
since, as can be seen in Fig. 16b, virtually no resolved
energy is produced. Note that in the computation with-
out forcing, denoted simply as “HTLES” in the figures,
the RANS-to-LES transition also occurs in the region
x/h ∈ [6.4, 12.8] and is imposed by Eq. (52). This leads
to completely wrong velocity profiles (Fig. 17) and con-
sequently, a much underestimated friction coefficient in
Fig. 18. On the other hand, when the forcing is applied,
the resolved turbulent energy shown in Fig. 16b rapidly
tends towards the correct level, at the end of the forc-
ing region, located at x/h = 12.8. It is seen in Fig. 19
that despite the absence of inflectional velocity profile,
the active approach is able to rapidly generate resolved
structures (note that only the first half of the compu-
tational domain (x/h ∈ [0; 32]) is shown in this figure).
However, at the end of the forcing region (x/h = 12.8),
it is apparent that a part of the structures generated by
the forcing rapidly disappear in the central region of the
channel. In Fig. 17, an improved velocity profile is ob-
served compared to the case without forcing. Although
far from perfect, the prediction of the friction coefficient
is significantly improved (Fig. 18), and tends to the pe-
riodic value at the end of the domain.

It is interesting to look in more detail at Fig. 16,
which shows the modeled and resolved contributions to
the total turbulent energy, in the transition zone (x/h ∈
[6.4, 12.8]). In the case without forcing, the gradual de-
crease of km is observed (Fig. 16a), which tends towards
the profile of the periodic solution at the exit of the tran-
sition zone. This decrease is not compensated by an
increase in kr, which remains virtually zero (Fig. 16b),
which causes the strong underestimate of k = km + kr
(Fig. 16). When the forcing is activated, kr tends to-
wards the periodic profile at the end of the transition
zone. On the other hand, km no longer decreases as
quickly as without forcing, which can be understood by
looking at Eq. (7): the reduction of r tends to decrease
the value of the time scale Tm, but this effect is partially
compensated by the appearance of modeled energy kr.
Quite paradoxically, when the forcing is introduced, the
overshoot observed in Fig. 16c in the total energy is not
due to the rapid increase in resolved energy but due to
too slow a decrease in modeled energy.

So far in this section, the transition zone has been arbi-
trarily set to the interval x/h ∈ [6.4, 12.8], which appears
relatively long for practical applications. It is then le-
gitimate to wonder if this length can be reduced: the
intensity of the forcing (i.e., the work of the force) being
controlled by the material derivative of r in the rhs of
Eq. (48a), a shortening of the transition zone induces an
intensification of the force, so that at the end of the tran-
sition zone, the right amount of energy has been trans-
ferred between the modeled part and the resolved part.
Two additional simulations were therefore carried out, in



19

(a) Turbulent energy profiles (b) Streamwise velocity profiles

FIG. 14: Improvement of the LES-to-RANS transition (subdomain 5) by using different coefficients in the two
transition regions.

(a) Streamwise velocity profiles in subdomain 2 (b) Skin friction along the lower wall

FIG. 15: Comparison of the solutions obtained with two different grids.

which the transition zone starts at the same place but is
shortened by a factor of two (x/h ∈ [6.4, 9.6]) and by a
factor of four (x/h ∈ [6.4, 8]). Figs. 17 and 18 show that
this actually has a very detrimental effect on the mean
flow prediction. To understand this issue, the evolution
of the modeled and resolved contributions in Fig. 16 must
be examined. Fig. 16a shows that, as expected, when the
RANS-to-LES transition is more abrupt, the modeled en-
ergy km decreases more quickly. Fig. 16b indicates that
indeed, the forcing being more intense, the resolved en-
ergy is produced more quickly, but unfortunately it does
not survive at the end of the transition zone, when the
forcing stops. For the case of a transition zone of length
four times shorter, the first profile, located at x/h = 6.45,
i.e., in the transition zone, shows that the resolved en-

ergy grows very quickly. However, the second profile, lo-
cated at x/h = 8.35, just after the end of the transition
zone, shows that this resolved energy is very quickly dis-
sipated. The same phenomenon is observed for the case
of a transition zone reduced only by a factor of two, sim-
ply shifted further downstream. Even in the case of the
longest transition zone, some of the resolved structures
are dissipated in the central region, as can be seen in
Fig. 19, but enough remain for them to are regenerated
quickly.

It can be concluded from this study that the forc-
ing makes it possible to generate resolved structures effi-
ciently, even in the absence of an inflectional velocity pro-
file allowing structures to be generated naturally. Even in
a channel, when the turbulent viscosity is reduced, very
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(a) Modeled contribution km (b) Resolved contribution kr

(c) Total turbulent energy k = km + kr

FIG. 16: Channel flow: Profiles of turbulent energy (modeled, resolved and total) in the region x/h ∈ [6.4; 12.8]
extracted at x/h =6.45; 8.35; 10.35 and 12.65.

small fluctuations appear which the forcing manages to
amplify during the iterations, until reaching the expected
level. Indeed, the amplification of disturbances must not
be considered only in the direction of the flow, but also
over the iterations: at each point, the small initial fluctu-
ations are amplified by the forcing at each iteration, un-
til reaching the equilibrium solution. However, the study
also shows that the RANS-to-LES transition should not
be too rapid, otherwise the generated fluctuations are
dissipated when leaving the forcing zone. We can com-
pare this remark to the conclusions of the article by Dru-
ault et al.:43 when the forcing is too intense, the fluc-
tuations generated no longer resemble turbulent struc-
tures, and are then dissipated when the forcing stops. In
other words, the introduction of the forcing modifies the

equations of motion, and the structures generated are no
longer solutions to the equations when the forcing stops.
It is therefore appropriate to have a transition zone that
is not too short so that the forcing term is not too strong
compared to the other terms of the resolved momentum
equation at the exit from the transition zone. In a general
case, the question of the length of the minimum transi-
tion zone remains an open question.

V. CONCLUSIONS

In hybrid RANS/LES methods, when the flow transi-
tions from a RANS zone to a LES zone, there is a shift
from fully modeled to partially resolved quantities. This
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FIG. 17: Channel flow: Profiles of the streamwise mean velocity extracted every 6.4h from x = 3.5h. In the RANS
zone (x/h ∈ [0; 6.4]), the reference is the periodic RANS solution; in the LES zone (x/h > 6.4), it is the periodic

HTLES solution.
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FIG. 18: Channel flow: skin friction coefficient along the lower wall.

FIG. 19: Channel flow: Q-isocontours obtained for a RANS-to-LES transition in the region x/h ∈ [6.4; 12.8]. Note
that only the first half of the computational domain is shown (x/h ∈ [0; 32]).

transition necessitates compensating for the reduction
in modeled energy with an increase in resolved energy.
Unfortunately, the growth of resolved fluctuations relies
solely on natural instabilities and is not sufficiently rapid
to counterbalance the stress decay imposed by the model.
A simple analysis in spectral space reveals that the miss-
ing element is the transfer of energy from the modeled
component to the resolved component, since the momen-
tum equation remains unaffected by variations in grid
resolution.

To address this issue, a method is proposed to model
the terms resulting from grid step variations, which are
responsible for this energy transfer but are commonly dis-

regarded, through the use of a fluctuating volume forcing.
Although the existence of these terms, due to commuta-
tion errors between the filter and the differential opera-
tors, has been noted by various authors using filter-based
formalisms, the analytical approach used here is simpler
and applies to any hybrid RANS/LES model, whether it
explicitly refers to a particular formalism or not, as long
as the turbulent energy partition between modeled and
resolved scales depends on an identifiable parameter. It
is demonstrated that the intensity of this force can be
determined by equating the work done by the force per
unit time to the decrease in modeled energy caused by
grid step variations.
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This novel approach, referred to as active hybrid
RANS/LES, is validated in a channel flow configuration
with periodic constriction. In this setup, the flow transi-
tions from RANS to LES, and the purpose is to rapidly
reach a fully developed periodic solution. The results in-
dicate that in the absence of forcing, the development of
resolved structures is slow, and it takes three times the
inter-hill distance to approach the periodic solution. In
contrast, when the forcing is introduced, the solution be-
comes immediately physically acceptable, with resolved
structures developing rapidly. After just one inter-hill
distance, the solution closely resembles the fully devel-
oped state. Furthermore, the forcing is capable of han-
dling the LES-to-RANS transition by changing the en-
ergy transfer direction. This reduces the resolved energy
when the flow reenters a RANS region.

The case of a plane channel finally shows that the forc-
ing makes it possible to generate resolved structures even
in a situation without a detached sheared layer which
naturally creates fluctuations. The amplification during
the iterations of fluctuations initially of very small ampli-
tude makes it possible to reach a final equilibrium state
with the desired level of resolved energy. However, the
study of the influence of the spatial length of the transi-
tion zone shows that it is necessary not to introduce too
brutal a forcing into the equations, otherwise it would
generate structures that are not sufficiently realistic and
which are dissipated at the exit from the forcing zone.

The active approach presented in this study has the po-
tential to be applied to any hybrid RANS/LES method,
provided a parameter driving the RANS-to-LES tran-
sition can be identified. It solves the problem of the
appearance of resolved structures at the RANS-to-LES
transition in the flow direction, but could also improve
the normalwise transition and avoid the log-layer mis-
match, in the spirit of the work of Hamba,44 by con-
sidering, in addition to the material derivative (Eq. 23),

the diffusion terms. Importantly, this method is highly
versatile as it does not require information about the in-
terface between RANS and LES regions; it relies solely
on local quantities, particularly the material derivative
of the resolution parameter. This is a significant advan-
tage over approaches that introduce synthetic vortices,
which require scales evaluated from a RANS calculation
or from the upstream RANS zone. Since it is based on a
first principle, conservation of energy, it is to be assumed
that the method is not fundamentally dependent on flow
characteristics, and can be extended to other geometries
and higher Reynolds numbers. The promising results ob-
tained pave the way for a flexible utilization of continuous
hybrid approaches in industrial configurations.
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