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Abstract

Recent vision-language models are driven by large-scale
pretrained models. However, adapting pretrained mod-
els on limited data presents challenges such as overfitting,
catastrophic forgetting, and the cross-modal gap between
vision and language. We introduce a parameter-efficient
method to address these challenges, combining multimodal
prompt learning and a transformer-based mapping net-
work, while keeping the pretrained models frozen. Our
experiments on several video question answering bench-
marks demonstrate the superiority of our approach in terms
of performance and parameter efficiency on both zero-shot
and few-shot settings. Our code is available at https :
//engindeniz.github.io/vitis.

1. Introduction

Recent vision-language models have shown remark-
able progress, driven by transformer-based large-scale pre-
trained models [10, 39, 9, 38, 17, 45, 44]. These models
have been incorporated into video understanding methods,
including video question answering (VideoQA), through
multimodal fusion on large-scale multimodal datasets [41,

, 60]. However, adapting pretrained models to video-
language tasks on limited data is challenging. This is be-
cause of the gap between the visual and language modal-
ities and, more importantly, because finetuning the entire
model on limited data can lead to overfitting and forgetting
previously acquired knowledge.

To address the gap between modalities, transformer-
based mapping networks have been employed between
frozen vision and language models [42, 16, 1]. These net-
works map visual features to an appropriate embedding
space before they are given as input to the language models.
To address overfitting, parameter-efficient adaptation meth-
ods have been explored, e.g., prompt learning [35, 37, 36]
and adapter layers [18] on frozen pretrained models. These
approaches preserve the generalization of large-scale mod-
els while reducing the number of trainable parameters.

In this work, we investigate the adaptation of large-

scale visual-language models to VideoQA under scarcity
of training data. Inspired by FrozenBiLM [57], we in-
corporate visual inputs to a frozen language model using
lightweight learnable adapter layers. Beyond that, we in-
troduce a novel visual mapping network that summarizes
the video input while allowing for temporal interaction, in-
spired by [42, 20]. In addition, we introduce multimodal
prompt learning, which diminishes the number of stored pa-
rameters when finetuning in the few-shot setting. We call
our model VideoQA with Multi-Modal Prompts (ViTiS).

We pretrain trainable parameters of ViTiS, i.e. visual
mapping network, adapter layers, visual and text prompts,
under the masked language modeling (MLM) objective on
video-text pairs collected from the web, while the vision
and language models are kept frozen. We evaluate ViTiS in
the zero-shot and few-shot settings. For the latter, we fine-
tune the model on downstream VideoQA tasks, using two
approaches: (i) fine-tuning all trainable parameters, which
are 8% of the total model parameters, (ii) fine-tuning only
the prompts, which are 0.8% of all trainable parameters and
a mere 0.06% of the total model parameters.

Our extensive experimental results on multiple open-
ended VideoQA datasets demonstrate that ViTiS outper-
forms prior methods while requiring fine-tuning of only a
few parameters for each dataset in few-shot settings. In
addition, our visual mapping network contributes to better
alignment and understanding of multimodal inputs, improv-
ing performance in both zero-shot and few-shot settings.

Our contributions can be summarized as follows:

1. We introduce multimodal prompt learning to few-shot
VideoQA for the first time, fine-tuning as low as 0.06%
of model parameters on downstream tasks.

2. We introduce a visual mapping network to VideoQA,
mapping video input to the text embedding space,
while supporting temporal interaction.

3. We experimentally demonstrate the strong perfor-
mance of ViTiS on multiple VideoQA datasets in both
zero-shot and few-shot settings.



2. Related Work

Video question answering Recent advances in vision-
language models benefit from pretrained foundation mod-
els, including vision-only [10, 39] language-only [9, 38, 17,

] and vision-language [44]. Recent video understanding
methods, including VideoQA, incorporate these models by
leveraging large-scale multimodal data [4 1, 3, 60] with dif-
ferent pretraining objectives, e.g., masked language model-
ing, masked image modeling, or predicting the next word,
to perform single or multiple vision-language tasks [48, 33,

Adapting pretrained vision-language models to down-
stream tasks relies on fully supervised fine-tuning on
VideoQA datasets in general [50, 53, 21, 29, 58, 33, 14].
Few recent works address the challenge of limited data by
focusing on zero-shot [55, 56, 57, 1, 59, 32, 34] and few-
shot [57, 1] open-ended VideoQA tasks. Our work is sim-
ilar to [57] in leveraging a frozen video encoder and lan-
guage model with adapter layers. Beyond that, we intro-
duce a transformer-based visual mapping network between
the two models, allowing for temporal interaction. In addi-
tion, we incorporate multimodal prompt learning, allowing
for efficient fine-tuning in few-shot settings.

Parameter-efficient training As the size of large-scale
pretrained models grows, adapting them efficiently on lim-
ited data without overfitting in an emerging research prob-
lem. A common solution is adapters, introduced by [18]
and employed for vision-language tasks [11, 57, 49].
Another common solution is prompting, referring to
inserting tokens to the input to guide pretrained models
on downstream tasks. Prompts can be handcrafted (dis-
crete) [4] or learned (continuous vectors) [35]. Pretrained
language models demonstrate remarkable generalization to
zero-shot settings with handcrafted prompts [4]. Prompt
learning is introduced initially in natural language process-

ing tasks [35, 30, 37, 36, 43, 40] and subsequently adopted
in vision [22, 2] and vision-language models. In the lat-
ter case, prompts are introduced to text encoders [62, 61],

or both text and vision encoders [24, 52, 27, 46], called
multimodal. Learnable prompts can be inserted at the
input level [35] and/or deep layers [36, 22]. Few re-
cent works employ prompt learning for video understand-
ing [23, 63, 49] and multimodal prompt learning for video
classification [52, 46]. We introduce multimodal prompt
learning to few-shot VideoQA for the first time.

3. Method

The proposed method, ViTiS , is illustrated in Fig-
ure 1(a), consisting of a frozen video encoder, a visual map-
ping network, a frozen text embedding layer and a frozen
language model that includes learnable text prompts and
adapter layers. Given an input video X", represented as

a sequence of frames, and a question X9, represented as a
sequence of tokens, the problem is to predict an answer X ¢
that is another sequence of tokens. The model takes the con-
catenated sequence X = (X9, X%) as input text. Parts of
X may be masked, for example X is masked at inference.

Video encoder The input video is represented by a se-
quence of T' frames, XV = (zY,...,«%). This sequence is
encoded into the frame features

YV = fUXY) = (yY,...,y%) e RDXT (1)
by a frozen pretrained video encoder f¥, where D is the
embedding dimension.

Visual mapping network A visual mapping network f™
maps the frame features Y” to the same space as the text
embeddings. The mapping is facilitated by a set of M learn-
able visual prompts P* € RP*M which are given as input
along with YV, to obtain the video embeddings

Z¥ = f™(P*,Y") e RP*M, 2)

As shown in Figure 1(c), the architecture of ™" is based
on Perceiver [20], where the latent array corresponds to our
learnable visual prompts P°. It consists of L blocks defined
as

Zy = SAg(CAg(Zg_l, YU)) S RP*M 3)

for¢ =1,..., L, with input Zy = P". Each block ¢ maps
the latent vectors Z,_ first by cross attention CA, with the
frame features Y¥ and then by self attention SA, to obtain
Zy. In cross attention, Zy_1 serves as query and Y as key
and value. We thus iteratively extract information from the
frame features YV into the latent vectors, which are initial-
ized by the visual prompts. The output video embeddings
are Z¥ = 7 € RP*M_ To allow modeling of temporal
relations within the video, learnable temporal position em-
beddings are added to YV before f™.

Text embedding The input text is tokenized into a se-
quence of S tokens, X! = (z},...,2%). This sequence
is mapped by a frozen text embedding layer f* to the text
embedding space,

Z' = f{(X") = (4,...,25) eRPS. (@)

One or more tokens are masked, in which case they are re-
placed by a learnable mask token.

Language model We concatenate video and text embed-
dings into a single input sequence (ZV, Zt) € RP*K of
length K = M + S. We then feed this sequence to a
transformer-based bidirectional language model f to obtain
an output sequence

f(zv, 7" e RP*E ®)
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Figure 1: (a) ViTiS consists of a frozen video encoder fv, a visual mapping network f™, a frozen text embedding layer f¢, a
frozen language model f and a frozen classifier head g. Given input video frames X" and text X ¢, f¥ extracts frame features
and f™ maps them to the same space as the text embeddings obtained by f¢. Then, f takes the video and text embeddings
Z?, Z! as input and predicts the masked input tokens. (b) The language model incorporates learnable text prompts in the
key and value of multi-head-attention and adapter layers after each self-attention and feed-forward layer, before LayerNorm.
(¢) Our visual mapping network consists of a number of layers, each performing cross-attention between learnable visual

prompts and video frame features followed by self-attention.

of the same length. Finally, a classifier head g maps the
output sequence to logit vectors over a vocabulary U. The
logit vectors coresponding to masked tokens are selected
to apply the loss function at training or make predictions
at inference. Both f and g are pretrained and kept frozen.
However, as shown in Figure 1(b), f is adapted by means of
learnable deep text prompts and adapters, described next.

Text prompts To reduce the number of fine-tuned param-
eters at downstream tasks, we introduce attention-level text
prompts in self-attention blocks at each layer of the lan-
guage model, referred to as deep text prompt learning [36].
Given a sequence Z € RP*K of token embeddings as in-
put to a self-attention layer of the language model f, we
prepend two sequences of learnable text prompts Py, Py €
RN*D to the key and value respectively:

Q:=WqoZ K :=[Px WgZ] V:=[Py WyZ], (6)
where W, Wi, Wy € RP*P are the query, key and value
projections respectively. The output sequence length does
not change since it is determined by the query, where we
do not prepend prompts. There is one pair of variables
Py, Py for each layer of f, collectively denoted as P?.
These variables are either defined as parameters directly or
parametrized by means of projections as discussed in the
supplementary.

Adapters Following [57], we add adapter layers to the
language model f. Given a sequence Z € RP*X of token

embeddings, an adapter layer A maps it through a bottle-
neck dimension d with a residual connection:

A(Z) == Z + Wyh(W,Z) € RP*E, (7
where Wp € R¥>*DP W, € RP*4 and h is the relu ac-
tivation function. We insert an adapter module after the
self-attention layer and the feed-forward layer, preceding
LayerNorm in each layer of f.

Training and inference Our model is trained using the
masked language modeling (MLM) objective, where one
or more tokens of X! are masked and the corresponding
outputs are predicted over a vocabulary U. The param-
eters of the visual encoder f?, text embedding layer f¢,
language model f and classifier head g are pretrained and
kept frozen. Only the newly introduced parameters, that
is, visual prompts PV, visual mapping network fv, text
prompts P! and adapter layers, are optimized on video-text
pairs. We then fine-tune these parameters or a smaller sub-
set on downstream video question answering tasks, where
Xt = (X9 X%) consists of a question-answer pair and
masking applies to the X only. Atinference, X is masked
and the corresponding output yields a prediction.

4. Experiments
4.1. Setup

Datasets We use WebVid2M [3] for pretraining. For
downstream tasks, we use open-ended VideoQA datasets



# AD MAP PR TRAINED MSRVTT MsvD ANET TGIF
PARAM -QA QA -QA -QA

#TRAINING MSRVTT MSVD ANET TGIF
METHOD SUB

1 Linear IM 18.0 305 271 444
2 Linear v 15M 36.3 46.2 3277 543
3 v Linear 30M 35.0 450 324 539
4 v Linear v 44M 36.4 472 329 547
5 VPN 58M 24.5 37.0 261 50.1
6 VPN M 36.1 474 341 558
7 v VPN 86M 34.7 46.0 324 544
8 v VPN v 10IM 36.5 478 372 559

Table 1: Effect of our proposed components on few-shot
top-1 accuracy on the validation set. Pretraining on Web-
Vid2M [3] followed by fine-tuning all trainable parameters
on downstream datasets, using 1% of training data. AD:
Adapters; MAP: mapping network; PR: text prompts; VPN:
our visual mapping network. ANET-QA: ActivityNet-QA.

MSRVTT-QA [53], MSVD-QA [53], ActivityNet-QA
(ANET-QA) [58] and TGIF-FrameQA [21].  Follow-
ing [57], we use 1% of the training data for few-shot ex-
periments. We give more details in the supplementary.

Implementation and metrics We use CLIP ViT-
L/14 [10, ] as video encoder and DeBERTa-V2-
XLarge [17] as language model. We report top-1 accuracy
on public test sets for all downstream tasks, except TGIF-
QA where we report on the validation set unless otherwise
specified. Our model uses subtitles in the input text. We
give more details in the supplementary.

4.2. Ablation

We conduct an ablation study in the few-shot setting. We
provide additional analysis in the supplementary.

Model design In Table 1, we analyze the effect of dif-
ferent components in the model design. We observe that
changing the baseline from a linear layer to our visual map-
ping network without adapters increases the performance
by a large margin in most datasets (row 1—5). By adding
text prompts to any model design (row 1—2, 3—4, 5—6,
7—38), the performance increases for all datasets. The im-
provement is vast in the absence of adapters.

The model design that includes a linear mapping network
and adapter layers (row 3) corresponds to FrozenBiLM [57]
trained on WebVid2M. While using only our visual map-
ping network and text prompts (row 6) already works bet-
ter than FrozenBiLLM trained on WebVid2M, we further im-
prove performance by incorporating adapter layers: our full
model (row 8) achieves the best performance overall.

4.3. Results

Zero-shot A comparison with state-of-the-art methods on
open-ended zero-shot VideoQA is given in Table 2. We
observe an outstanding performance of our method across

IMG VID -QA -QA -QA -QA
CLIP [44] 400M - 2.1 7.2 1.2 3.6
RESERVE [59] v -  20M 5.8 - - -
LAVENDER [34] 3M 25M 45 11.6 - 16.7
Flamingo [ 1] 23B 27M 174 35.6 - -
FrozenBiLM [57] vV - 10OM  16.7 33.8 259 419
ViTiS (Ours) v - 25M 181 36.1 255 455

Table 2: Zero-shot VideoQA top-1 accuracy on test sets, ex-
cept TGIF-QA on the validation set. Number of pretrain-
ing data: image-text/video-text pairs. SUB: subtitle input.
CLIP: CLIP ViT-L/14. Flamingo: Flamingo-80B. An ex-
tended version is given in the supplementary.

TRAINED #TRAINED MSRVTT MSVD ANET TGIF

METHOD MODULES PARAMS -QA -QA -QA -QA
FrozenBiLM [57]  ATP 30M 360 465 332 55.1
VITiS (Ours) ATP 10IM 365 476 331 557

ViTiS (Ours) Prompts 0.75M 36.9 47.8 342 56.2

Table 3: Few-shot VideoQA top-1 accuracy on test sets, ex-
cept TGIF-QA on the validation set. Number of trained pa-
rameters: fine-tuned on the downstream dataset, using 1%
of training data. ATP: All trainable parameters.

different VideoQA benchmarks, despite using significantly
less pretraining data compared to other methods. Our per-
formance on ActivityNetQA [58] is on par with Frozen-
BiLM [57]. Lavender [34] employs a multi-task train-
ing approach, transforming different vision-language tasks
into MLM. Reserve [59] uses GPT-3 [5] to convert ques-
tions into masked sentences. Flamingo [!] uses a frozen
auto-regressive language model trained on an extreme-scale
dataset. By contrast, our method leverages a lighter frozen
language model trained on 2.5M video-text pairs.

Few-shot We fine-tune our method on 1% of the train-
ing data by following [57], which introduced the few-shot
VideoQA task in this form. Table 3 compares our method
with [57]. We use two strategies, fine-tuning (i) all train-
able parameters and (ii) only prompts. The latter works
best, consistently outperforming [57] while diminishing the
number of fine-tuned parameters. We also compare with
works using in-context learning in the supplementary.

5. Conclusion

In this work, we explored the adaptation of large-scale
pretrained vision and language models for VideoQA under
scarcity of data. We introduced multi-modal prompt learn-
ing and a visual mapping network to address challenges
in such adaptation. Our method consistently outperforms
prior works, while requiring minimal parameter fine-tuning
in few-shot VideoQA.
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