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Stochastic chemical kinetics is a widely used formalism for studying stochasticity of chemical reactions inside single

cells. Experimental studies of reaction networks are generally performed with cells that are part of a growing pop-

ulation, yet the population context is rarely taken into account when models are developed. Models that neglect the

population context lose their validity whenever the studied system influences traits of cells that can be selected in the

population, a property that naturally arises in the complex interplay between single-cell and population dynamics of cell

fate decision systems. Here, we represent such systems as absorbing continuous-time Markov chains. We show that

conditioning on non-absorption allows one to derive a modified master equation that tracks the time evolution of the

expected population composition within a growing population. This allows us to derive consistent population dynamics

models from a specification of the single-cell process. We use this approach to classify cell fate decision systems into

two types that lead to different characteristic phases in emerging population dynamics. Subsequently, we deploy the

gained insights to experimentally study a recurrent problem in biology: how to link plasmid copy number fluctuations

and plasmid loss events inside single cells to growth of cell populations in dynamically changing environments.

■◆❚❘❖❉❯❈❚■❖◆

Over the last decades, numerous studies have demon-

strated that intracellular biochemical processes are inherently

stochastic1–3. As this realization became common knowledge,

much effort has been focused on measuring such processes

at the single-cell level, on developing stochastic reaction net-

work models, governed by the chemical master equation, to

describe their dynamics4,5, and on studying the resulting cell-

to-cell variability and its consequences6. For instance, many

studies have focused on elucidating experimentally and theo-

retically how cell-to-cell variability can be exploited as a bet-

hedging strategy for unknown environments7, how it can give

rise to non-genetic resistance of cancer cells to treatments8 or

of bacteria to antibiotics9, or how it leads to stochastic cell

fate decisions in developmental and various other systems10.

The underlying logic of such work is typically that the causal

relation is such that emerging phenotypes in cell populations

are a function of the biochemical process and not of selection

processes that might be operating on those phenotypes11.

In some sense the opposite perspective is usually taken

in studies that focus on evolution12,13. Here, an emerg-

ing phenotype (distribution) is typically a consequence of

population dynamics and selection operating on the fitness

of phenotypes14–16, whereas the stochastic biochemical pro-

cesses that actually define or change phenotypes are only very

rarely represented explicitly17. The main reason for these dif-

ferent viewpoints is that studies of intracellular biochemical

processes have often focused on systems that are, or at least

traditionally were, thought to not have an impact on fitness.

While this is probably true in a number of cases, there also ex-

ist many examples where we need to question this assumption

in light of today’s knowledge18. If, for instance, synthetically

constructed genetic circuits draw strongly upon cellular re-

sources or cause toxicity and affect the cells’ growth rates19,20,

we might need to expect that cells with low gene expression

levels will end up being overrepresented in the population21.

Clearly, such an effect would manifest if the system is con-

structed with the purpose of modulating the cells’ growth

rates, as has already been demonstrated experimentally for

a histidine production circuit in Escherichia coli growing in

histidine depleted environments22. Apart from this, there ex-

ist many cases where selection does not act through differing

growth rates but through selective removal of cells with partic-

ular phenotypes from the population, for instance in response

to anti-cancer treatments23 or antibiotics24–26, or due to selec-

tive recombination27. Again, it is natural to anticipate that,

upon treatment, there will be selective removal of cells with

particular phenotypes and that the size of the remaining popu-

lation, as well as its phenotype distribution, will depend both

on the biochemical process that is generating phenotypes and

the selection process that is removing some of them. More

generally, any cell fate decision system in which the fate of

a cell depends on the realization of a stochastic biochemical

process will lead to selective removal of cells with particular

cell-internal states from the sub-population of cells that have

not triggered the cell fate decision yet and thereby change the

sub-population phenotype distribution28,29.

Here, representing cell fate decision systems as absorbing

continuous-time Markov chains30, we show mathematically

how consistent (deterministic) population dynamics models

can be derived from a specification of the (stochastic) single-

cell process, how statistics of cells that have not triggered the

cell fate decision yet can be tracked by a non-linear version of

the system’s master equation, and how the infinitesimal gener-

ator matrix of the single-cell model can be analyzed to provide

insights into emergent behavior at the population scale. Taken

together, these results allow us to study coupled single-cell

and population scale dynamics of cell fate decision systems
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without the need for any costly individual-based simulations.

We make use of these theoretical results to study popula-

tion dynamics in response to environmental stimuli that trig-

ger cell fate decisions and show that different characteristic

phases in population dynamics emerge depending on whether

stochasticity in cell fate decisions is due to pre-existing popu-

lation variability or a consequence of stochasticity in chem-

ical reactions that are triggered by the stimulus. We then

study a biological problem that has continued to resurface al-

ready for decades: how to model fluctuations of plasmid copy

numbers inside single cells, plasmid loss events, and emerg-

ing dynamics of microbial populations carrying plasmids. We

equip yeast cells with 2-micron plasmids carrying a selection

marker and show experimentally that characteristic population

dynamics of a cell fate decision system with pre-existing vari-

ability emerge when cells are switched back and forth between

selective and non-selective media. Deploying the theoreti-

cal results presented in this manuscript, we show that emerg-

ing population dynamics are quantitatively predictable from a

single-cell model of plasmid copy number fluctuations.

❇❆❙■❈❙ ❖❋ ❙❚❖❈❍❆❙❚■❈ ❈❍❊▼■❈❆▲ ❑■◆❊❚■❈❙

Stochastic biochemical processes inside cells are typically

represented as reaction networks of a certain number of chem-

ical species, X1, . . . ,XL, that interact according to reactions

ν
′

1kX1 + . . .+ν
′

LkXL
θk−−−−→ ν

′′

1kX1 + . . .+ν
′′

LkXL, (1)

where the coefficients ν
′

ik and ν
′′

ik determine how many

molecules of the i-th species are consumed and produced in

the k-th reaction, respectively, and θk is the reaction rate con-

stant of the reaction. Taking into account the intrinsic stochas-

ticity of biochemical reactions in small volumes, the dynam-

ics of the reaction network can be described by a stochastic

process X(t) that takes states n = [n1 · · ·nL]
T ∈ N

L and that

counts the number of molecules of the L chemical species.

The dynamics of X(t) are determined by the reaction propen-

sities

ak(n) = θk

L

∏
i=1

(

ni

ν
′

ik

)

, k = 1, . . . ,K

and the stoichiometric transition vectors νk =
[

ν
′′

1k · · ·ν
′′

Lk

]T

−
[

ν
′

1k · · ·ν
′

Lk

]T

, k = 1, . . . ,K that determine how molecule

numbers in the system change upon the occurrence of reac-

tions. If the reaction system is well-stirred, the probability for

a reaction of type k to occur in an infinitesimally small time

interval [t, t + dt] given that X(t) = n is ak(n) · dt and X(t) is

a continuous time Markov chain (CTMC) on N
L governed by

a chemical master equation (CME)

d

dt
p(n, t) =−p(n, t)

K

∑
k=1

ak(n)+
K

∑
k=1

p(n−νk, t)ak(n−νk),

(2)

where p(n, t) is the probability for X(t) to be in state n at time t

(see31 for further details on the validity of the chemical master

equation).

Since the number of states that X(t) can attain grows expo-

nentially in the number of reacting chemical species, it is often

desirable to exploit specific properties of the reaction network

such as conservation laws of chemical species or time-scale

separation between different reactions to reduce the dimen-

sionality of the process, which may lead to deviations from

the standard formulation of chemical reactions in Eq.(1) and

the chemical master equation in Eq.(2). A specific exam-

ple for this that we will also use later is the well-know one-

dimensional model of bursty gene expression that can be ob-

tained from a two-dimensional standard reaction network by

exploiting time-scale separation between fluctuations in mes-

senger RNA and protein numbers32.

Irrespectively of whether or not the model is simplified, the

number of states that X(t) can, at least in principle, attain

is infinite in most cases since there is no fixed boundary for

molecule numbers that cannot be exceeded. However, reac-

tion networks that are practically relevant are typically such

that the probability for molecule numbers to increase beyond

some boundary is very small since the cell volume is finite.

In line with this, a popular approach to calculate with chem-

ical master equations is to truncate the state space33,34, i.e.

to approximate the infinite state CTMC X(t) by a finite state

CTMC so as to obtain a finite number of equations of the form

Eq.(2) that need to be solved to calculate the time evolution of

the probability distribution of the chain. We will follow this

approach here and, with a slight abuse of notation, refer to the

approximate finite state CMTC with the same notation X(t)
as used for the infinite state CTMC in the mindset that the dif-

ference between the two processes is negligible as long as the

truncation of the state space is chosen sufficiently large.

With a finite state space, we may choose some ordering

of all states n(1), . . . ,n(m), where m is the cardinality of the

truncated state space and each n(i) ∈ N
L, i = 1, . . . ,m cor-

responds to some possible combination of molecule counts

of the L reacting species. Given such an ordering, one can

arrange the probabilities of all states in a vector p̃(t) :=

[p(n(1), t) · · · p(n(m), t)]T , write the chemical master equation

in vector form as

d

dt
p̃(t) = Ãp̃(t), (3)

and solve it, for instance, via calculation of the matrix expo-

nential of Ã.

❈❊▲▲ ❋❆❚❊ ❉❊❈■❙■❖◆ ❙❨❙❚❊▼❙ ❆❙ ❆❇❙❖❘❇■◆●

▼❆❘❑❖❱ ❈❍❆■◆❙

Stochastic cell fate decision systems are processes where

intracellular reactions eventually lead to events, such as dif-

ferentiation or cell death, that irreversibly change the pheno-

type of the cell. Cell fate decisions can be incorporated into

stochastic reaction network models by augmenting the CTMC

with an absorbing state, denoted n(d) in the following. Tran-

sitions to this state then correspond to the cellular event that

causes cell fate decisions and occur with a rate f (n) that de-

pends on the current state, n, of the system, i.e. the probability
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for a cell fate decision to occur in an infinitesimally small time

interval [t, t+dt] is f (n) ·dt given that X(t) = n at time t. In all

following parts of this paper, we will only consider the CTMC

with the added absorbing state and to not further complicate

the notation refer to this process with the same symbol X(t)
that was previously used for CTMCs.

Adding the probability of the absorbing state to the vector

of all probabilities p(t) := [p(n(d), t) p(n(1), t) · · · p(n(m), t)]T ,

we can write a new vector form master equation

d

dt
p(t) = Ap(t) (4)

in which A has the specific structure

A =

[

0 c1

0 C

]

where C ∈ R
m×m and c1 =

[

f (n(1)) · · · f (n(m))
]

. c1 com-

prises the rates of transition to the absorbing state for any pos-

sible system configuration n(1), . . . ,n(m), which constitute in-

flow terms of probability to the absorbing state that must also

appear as outflow terms on the diagonal of C such that the col-

umn sums of A are all zero and the total probability in Eq.(4)

is preserved. Thus, it holds that c1 = −1 C is the negative of

the column sums of C.

It is sometimes useful to calculate conditional probabilities

pc(n, t) :=P(X(t)= n |X(t) ̸= n(d)) for the absorbing Markov

chain to be in state n at time t given that it has not reached the

absorbing state yet. We can derive an equation for the time

evolution of these conditional probabilities from Eq.(4) (see

Supporting Information, Section S.3 and27) and obtain:

d

dt
pc(t) = Cpc(t)+pc(t) · (c1pc(t)) , (5)

where pc(t) :=
[

pc(n
(1), t) pc(n

(2), t) · · · pc(n
(m), t)

]⊤
.

In recent years, it has become increasingly popular to study

probabilities or timing of cellular events, for instance by cal-

culating the waiting time distribution for a certain protein in

the cell to reach a particular threshold level given some initial

amount of protein35–37.

Based on Eq.(4), we can define the random time to the cel-

lular event as

τ := min
t≥0

{

t : X(t) = n(d)
}

and calculate its probability density function as

fτ(t) = p0
⊤ exp

(

C⊤t
)

c1
⊤, (6)

where p0 is the initial condition of the system, that is p0 speci-

fies the probabilities to have any specific number of molecules

present in a cell at time zero. Eq.(6) can be used to study im-

portant questions on the functioning of cell fate decision sys-

tems. For instance, one can investigate how the variance of

the time to the cellular event, Var(τ), depends on the proper-

ties of the single-cell process that defines C and c1. However,

such questions are implicitly based on a single-cell perspec-

tive. Trying to lift the analysis to a population context, one en-

counters numerous questions that cannot be answered in any

obvious way. How should we choose the initial condition p0

in Eq.(6)? Can we just interpret p0 as a population distribu-

tion and if we do so, then what population event is described

by fτ(t)? What is the waiting time in remaining cells when a

part of the population has already triggered the cell fate deci-

sion? What if cells are also growing and the pool of cells is

continuously replenished? What is even an appropriate defini-

tion of a “time zero” from which on to calculate event timing

in a context where growth and cell fate decisions are operating

at the same time scale? And most importantly, how can we de-

rive a model that tracks population dynamics of the different

sub-populations from the single-cell perspective? To lay the

basis for answering these questions, we first need to establish

how classical stochastic chemical kinetics can be lifted to the

context of a growing cell population.

❙❚❖❈❍❆❙❚■❈ ❘❊❆❈❚■❖◆ ◆❊❚❲❖❘❑❙ ■◆ ●❘❖❲■◆●

❈❊▲▲ P❖P❯▲❆❚■❖◆❙

Originating from classical chemistry, the theory of chemi-

cal kinetics is based on assumptions that are adapted to chem-

ical reactions in test tubes. The reaction system is assumed to

be well-stirred while the reaction volume is assumed to remain

constant. To be able to use a classical chemical master equa-

tion (CME) for reaction networks in cells, these assumptions

need to be ported over to cells despite the fact that cells are

growing and dividing. Since this clearly leads to a crude ap-

proximation of the real biological process, first efforts were

made recently to develop models of chemical reactions in-

side cells coupled to explicit models of the cell cycle38–42.

Thomas and Shahrezaei pursued such an approach and in-

troduced stochastic agent-based models that track all cells,

their sizes, as well as the state of the cell-internal reaction

network43. To calculate with such models, they introduced a

stochastic simulation algorithm based on the assumption that

growth rates of cells are constant and do not depend on the

state of the reaction network and that there is no death or re-

moval of cells. Subsequently, they introduced a correspond-

ing master equation, which they approximated using a linear

noise approximation. The main problem of such models is

that their analysis and simulation is extremely difficult, which

often renders them impractical to use.

As a consequence, the CME remains a viable alternative

for modeling stochastic reaction networks in growing cells de-

spite the simplifying assumptions on which it is based. How-

ever, the CME is by design an equation for the time evolution

of the probability distribution of the state of a single reaction

network in a single cell. Contrary to that, in practice, the CME

is often used to model the distribution of the state of the reac-

tion network in a growing population and to match population

snapshot data such as obtained, for instance, by flow cytome-

try. In the following, we will clarify under which assumptions

the classical CME can be justified from the perspective of a

full population model and show how the CME can be gener-
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alized to incorporate population level dynamics such as cell

growth or death/removal rates that depend on the state of the

reaction network. Cell fate decision systems, which are the

focus of this manuscript, then emerge as a special case of a

growing population with state dependent cell removal rates.

To start, we need to define a population model in which the

standard assumptions of classical chemical kinetics are lifted

to the population scale. To this end, we assume that cell vol-

ume remains constant throughout the cell cycle. At cell di-

vision, a new cell is added to the population that inherits the

internal state of the reaction network from its mother cell. The

waiting time for division events of single cells is assumed to

follow an exponential distribution Exp(λ ). Since this expo-

nential distribution defines how quickly cells divide, its pa-

rameter λ needs to be the single-cell growth rate that may (or

may not) depend on the state of the reaction network, that is

λ = λ (n), where n ∈N
L and L is the number of species of the

reaction network as in previous sections. We highlight that

the assumption of exponentially distributed cell cycle times

is essential here for tractability of the model: the state n of

the reaction network may change in a cell during its cell cy-

cle but this is not a problem because the exponential distribu-

tion is memoryless and allows one to simply recalculate wait-

ing times for cell division events when internal states of cells

change. Equivalently to cell divisions events, we assume that

waiting times for cell death/removal events are exponentially

distributed with a parameter f (n) that may depend on the state

of the reaction network.

With these assumptions, we can define the population com-

position as a continuous-time Markov chain Y (t) following

the update rules summarized in Table I and taking states

Y (t) = y that can be written as

y = ∑
n∈NL

y(n)δn

where y(n) is the number of cells with internal state n in the

population and δn is the Dirac mass at n (see Supporting Infor-

mation, Section S.4 for a rigorous definition of the state space

of Y (t) and the δn functions).

At this point, it is useful to compare the population model to

a standard single-cell model. Instead of tracking the state of a

single reaction network, the population model tracks the num-

ber of cells with given internal states in the population. This

number may change either due to reactions occurring inside

single cells or due to population level events such as cell birth

or death. The explicit incorporation of population level events

in Table I is particularly useful: it defines what exactly is as-

sumed at the population scale and allows us to modify these

assumptions if necessary. For instance, changing the state y

by a Dirac δn upon a birth event of a cell with internal state

n corresponds to adding a new daughter cell to the population

that inherits the exact state from its mother cell. To incorpo-

rate other assumptions on mother to daughter inheritance, the

rules for state changes due to growth events could readily be

modified. For instance, a state change y −→ y−δn +δn′ +δn′′

would correspond to a cell with internal state n splitting into

two new cells with internal states n′ and n′′.

Since the stochastic process Y (t) that describes the dynam-

Change of a cell
Change of Yt Rate

in state n

Reaction Rk n −→ n+νk y −→ y+δn+νk
−δn y(n)ak(n)(1 ≤ k ≤ K)

Cell birth event y −→ y+δn y(n)λ (n)
Cell death event n −→ /0 y −→ y−δn y(n) f (n)

TABLE I. Dynamics of the population composition. Rows: possible

events modifying the state of the population composition. Columns:

corresponding state changes of a single cell (first column), the popu-

lation composition (second column) and rates of these events inside

the population (third column). The rates are obtained as the as the

single-cell rates of the event for the corresponding state n of the re-

action network multiplied by the number of cells y(n) that have in-

ternal state n for given state y of the population composition. In other

words, each cell in the population is a Markov chain that has a rate

of updating its state or firing a birth or death reaction. The rate of an

event occurring inside the population is then the sum of the rates of

all individual cell Markov chains, i.e. an event inside the population

occurs when the first single cell fires a reaction.

ics of the population composition is a Markov process, it is

conceptually very similar to a standard model of a single-cell

reaction network and we can write down a master equation

that tracks the time evolution of its probability distribution:

d

dt
p(y, t) =

K

∑
k=1

∑
n∈NL

[(

y(n−νk)+1
)

ak(n−νk)p(y+δn−νk
−δn, t)

− y(n)ak(n)p(y, t)
]

+ ∑
n∈NL

[

(y(n)−1)λ (n)p(y−δn, t)− y(n)λ (n)p(y, t)
]

+ ∑
n∈NL

[

(y(n)+1) f (n)p(y+δn, t)− y(n) f (n)p(y, t)
]

,

(7)

where p(y, t) := P(Y (t) = y|Y (0) = y0).

Eq.(7) captures the dynamics of the full probability distri-

bution of the population composition in a finite size popula-

tion. It is convenient to have such an equation at our disposal

but trying to numerically solve Eq.(7) is rather hopeless since

the state space of Y (t) is much too complicated. What we can

do, however, is to use Eq.(7) as the basis for deriving an equa-

tion for the expectation of Y (t), that is the expected population

composition. To this end, define

r(n, t) := ∑
y

y(n)p(y, t),

where the sum goes over all possible states y that the popula-

tion composition can attain and, as before, y(n) is the number

of cells with internal state n when Y (t) = y. Computing the

time derivative of r(n, t) from Eq.(7) then leads to (see Sup-
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porting Information, Section S.4)

d

dt
r(n, t) =− r(n, t)

K

∑
k=1

ak(n)+
K

∑
k=1

r(n−νk, t)ak(n−νk)

+ r(n, t)
(

λ (n)− f (n)
)

. (8)

We can notice that the sums over all chemical reactions on

the right hand side are exactly the same as in the standard

CME (Eq.(2)). The terms in the second row of the equation,

however, stem from the addition and removal of cells at the

population scale and are not present in the single-cell CME.

Furthermore, these terms break the preservation of total prob-

ability in the classical CME, which is a consequence of the

definition of r(n, t) as the expected number of cells with inter-

nal state n that may grow or decay with the population size.

The expected population size z(t) = ∑n∈NL r(n, t) follows

d

dt
z(t) = ∑

n∈NL

r(n, t)
(

λ (n)− f (n)
)

, (9)

which reduces to a simple exponential growth or decay model
d
dt

z(t) =
(

λ − f0

)

z(t) for the case when cell growth and death

rates λ (n) = λ and f (n) = f0 do not depend on the state n of

the reaction network.

To more directly compare Eq.(8) to a standard CME, one

can derive a probability preserving version by defining a

normalized expected population composition ρ(n, t) := r(n,t)
z(t) .

Deriving the time derivative of ρ(n, t), one obtains

d

dt
ρ(n, t) =−ρ(n, t)

K

∑
k=1

ak(n)+
K

∑
k=1

ρ(n−νk, t)ak(n−νk)

+ρ(n, t)
(

λ (n)− f (n)
)

−ρ(n, t) ∑
ñ∈NL

(

λ (ñ)− f (ñ)
)

ρ(ñ, t). (10)

It is straightforward to see that if either λ (n) or f (n) do not

depend on the state of the reaction network n (or ñ in the sum),

the corresponding terms in the third row on the right hand side

cancel with those in the second row. If both λ (n) and f (n) are

independent of n (or ñ), the entire third row cancels with the

second row. The first row is equivalent to the standard CME

(Eq.(2)). It follows that the standard CME provides a model

for the expected population composition under the assumption

that neither growth nor death rates of cells depend on the state

of the reaction network.

Since the focus of this paper is on cell fate decision sys-

tems, we will from now on assume that λ (n) = λ is constant

but maintain the generalization from the standard setting that

allows for cell death/removal rates f (n) to depend on the state

of the reaction network.

▲■◆❑■◆● ❊❳P❊❈❚❊❉ P❖P❯▲❆❚■❖◆ ❈❖▼P❖❙■❚■❖◆ ❆◆❉

❆❇❙❖❘❇■◆● ▼❆❘❑❖❱ ❈❍❆■◆❙✳

Standard chemical master equations have been studied for

a long time but little is known about the properties of the

equations for the expected population composition, Eq.(8) and

Eq.(10), that we derived in the previous section. In this sec-

tion, we will show that when the growth rate of cells does not

depend on the state of the reaction network, λ (n) = λ , the

vector form of Eq.(10) is equivalent to Eq.(5), that is it can

be interpreted as the governing equation for the probability

distribution of an absorbing Markov chain conditional on the

chain not having reached the absorbing state.

To this end, let us first return to the assump-

tion/approximation that the state space of the model is fi-

nite and can be enumerated as n(1), . . . ,n(m). To obtain a

vector-based formulation as in the first sections of the pa-

per, we can define the vectors c1 := [ f (n(1)) · · · f (n(m))] and

ρ(t) := [ρ(n(1), t) · · · ρ(n(m), t)]T , where f (n(i)) and ρ(n(i), t),
i= 1, . . . ,m refer to cell death/removal rate and normalized ex-

pected population composition for the corresponding state of

reaction network, respectively. It follows from Eq.(10) that

d

dt
ρ(t) = Ãρ(t)−ρ(t)⊙ c1

T +ρ(t) · (c1ρ(t)) , (11)

where ⊙ denotes component-vise multiplication. Here, Ã is

the generator matrix of the CTMC describing the single-cell

reaction network as introduced in Eq.(3). If we now absorb

the subtraction −ρ(t)⊙ c1 into the diagonal of Ã and define

C := Ã− diag(c1), we can see that Eq.(11) is equivalent to

Eq.(5). It follows that under the assumption λ (n)= λ , Eq.(11)

can be interpreted as an equation for conditional probabilities

of absorbing CTMCs.

Intuitively, one can understand that if the transition to the

absorbing state of an absorbing CTMC is interpreted as cell

death/removal, then conditioning on the chain not having

reached the absorbing state corresponds to taking only cells

that have not yet been removed from the population into con-

sideration, which is what a population model does by con-

struction. The equivalence of Eq.(5) and Eq.(11) is useful

since it allows us to deploy known theoretical results for ab-

sorbing Markov chains to study stochastic cell fate decision

systems in growing populations. For the remainder of the pa-

per, we will refer to conditional probabilities, Eq.(5), and the

absorbing Markov chain interpretation, keeping in mind that

Eq.(11) allows us to interpret the conditional probability dis-

tribution as an expected population composition.

To illustrate Eq.(5), we consider a simple example of in-

ducible bursty production of a protein X, that is a reaction

network consisting of a single species and the two chemical

reactions

R1 : /0
r·u(t)

−−−−−−→ Z ·X, R2 : X
d

−−−−→ /0.

with propensity functions a1(n) = r · u(t), a2(n) = d · n, and

the slight generalization from the standard formulation in

Eq.(1) that the model incorporates burstiness of protein pro-

duction by allowing the number of protein molecules pro-

duced in the first reaction to be a random variable, Z, that

follows a geometric distribution. This is a classical approach

for representing stochasticity stemming from messenger RNA

production and degradation in a model that tracks only pro-

tein copy numbers under the assumption that messenger RNA
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fluctuations occur at a faster time scale32. Cell fate deci-

sions are assumed to correspond to cell death events and to

occur at a probability per unit time that is given by an in-

creasing Hill function of the current cellular amount of protein

f (n) := a nη

θ η+nη . One can then truncate the nominally infinite

state space of the CTMC that counts the number of protein

molecules by redirecting all burst events that would lead to

molecule numbers exceeding a maximally allowed boundary

to the boundary state, which leads to the C-matrix displayed

on page 4 of the Supporting Information. Parameter values

and simulation results for this model are provided in Figure 1.

Comparing the solution of Eq.(5) for this example to the

solution of the standard master equation of the bursty pro-

tein production model shows that preferential death of cells

with large protein numbers shifts the conditional probability

distribution to lower levels. We then verified by stochastic

simulation that the solution of Eq.(5) indeed agrees with pop-

ulation statistics calculated over all cells that have not died

at any moment in time, contrary to the solution of the stan-

dard chemical master equation that does not lead to agreement

with the simulation (Figure 1d). pc(t) is thus the distribution

that would need to be plugged into Eq.(6) to calculate wait-

ing times on cell fate decisions in the population context but

this only makes sense if pc(t) is not time-varying and has con-

verged to stationarity. We will study stationarity later and first

focus more generally on how (deterministic) population dy-

namics models that are consistent with the single-cell process

can be derived from Eq.(5).

P❖P❯▲❆❚■❖◆ ❉❨◆❆▼■❈❙ ❖❋ ❙❚❖❈❍❆❙❚■❈ ❈❊▲▲ ❋❆❚❊

❉❊❈■❙■❖◆ ❙❨❙❚❊▼❙

We saw previously that Eq.(9) describes the expected pop-

ulation size in a general setting where both cell growth rates

and death/removal rates may depend on the state of the re-

action network. If we focus specifically on cell fate decision

systems and assume that all cells grow at the same rate λ and

note that r(n, t) = z(t)ρ(n, t) = z(t)pc(n, t), we obtain

d

dt
z(t) = λ z(t)− z(t)

m

∑
i=1

f (n(i))pc(n
(i), t)

as an equation for the expected population size. This implies

that we can define a population death/removal rate as

k(t) := c1pc(t) =
m

∑
i=1

f (n(i)) · pc(n
(i), t), (12)

and correspondingly a net population growth rate as λ − k(t).
To test the accuracy of the resulting population model for a

finite size population (i.e. when the actual population size may

deviate from its expectation), we implemented an individual-

based population simulation algorithm that tracks every chem-

ical reaction in every cell of a growing population (see Sup-

porting Information, Section S.2). Using this algorithm to

simulate the cell fate decision system in Figure 1a in the con-

text of a growing population, we find close agreement between

 

 

a)

environment

D
N

A

FIG. 1. Cell fate decision systems as absorbing Markov chains.

(a) Graphical visualization of our running example: proteins are de-

graded/diluted at a rate d and produced in geometrically distributed

bursts of average size b with burst rate r · u(t) that depends on an

environmental input u(t). u(t) = u is assumed to be constant in time

for now. The probability of a cell fate decision taking place at any

moment in time is determined by a Hill function f (n) := a nη

θ η+nη

of the number of protein molecules n. (b) Representative stochastic

simulation of the system in panel a for a small number of cells. (c)

Absorbing Markov chain representation of the system in panel a. For

this 1-dimensional example, states of the CMTC n(1), . . . ,n(m) cor-

respond directly to molecule numbers of the single protein, i.e. to

0, . . . ,m−1 protein molecules being present in the system. Cell fate

decisions take place when the chain moves to the absorbing state, nd .

(d) Eq.(5) can be solved to track the probability distribution, pc(n, t),
of all cells that have not yet triggered a cell fate decision. pc(n, t)
(black) agrees with statistics obtained by stochastic simulation (grey

histograms, 10.000 cells initially) and is shifted towards lower levels

compared to the solution of the CME of the reaction network (blue).

The per cell rate of cell fate decisions, k(t), (right panel, black) can

be calculated from Eq.(12), increases initially as protein accumulates

in cells, but eventually reaches a level that is lower than what would

be obtained if the solution of the plain CME would have been used in

Eq.(12) to calculate k(t) (blue). For all panels, parameter values have

been chosen as d = 0.017/min, b= 10, r = 0.0765/min, u(t) = 1 ∀ t,

a = 1/min, θ = 90, η = 5 and we assumed that at time zero no pro-

tein is present in any cell.

the distribution of the simulated population and its expectation

calculated from equation Eq.(5). As a final note, above we fo-

cused on cell fate decisions corresponding to death or removal

of cells from the population that is tracked. If the size of the

(sub-)population of cells that have triggered the cell fate de-

cision system is also of interest, one can readily add an addi-

tional variable to the model to obtain a population dynamics
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model of the form

d

dt
z(t) = λ z(t)− k(t)z(t),

d

dt
zc(t) = λczc(t)+ k(t)z(t), (13)

where z(t) and zc(t) are the population sizes of cells that have

not and have triggered the cell fate decision, respectively. If

the two cell types are growing at different rates, λ and λc can

be chosen differently and whether or not the two cell types

can stably co-exist depends on the difference in growth rate

and how exactly k(t) emerges from the single-cell process ac-

cording to Eq.(5) and Eq.(12).

We conclude this discussion by highlighting some impor-

tant context and consequences. In practice, deterministic pop-

ulation dynamics models are often constructed without taking

single-cell processes into account. Eq.(13) implies that such

approaches are perfectly justifiable as models for the expected

population size even in cases where the single-cell process is

stochastic. However, if population models are assumed out-

right, the only reasonable way to set k(t) is to determine all

of its possible dynamics experimentally, which defies the pur-

pose of making a model in the first place. In contrast to this,

we have shown how k(t) can be determined from first prin-

ciples by deriving it from the stochastic chemical kinetics of

intracellular reactions.

❈❖◆❱❊❘●❊◆❈❊ ❖❋ P❖P❯▲❆❚■❖◆ ❙❚❆❚■❙❚■❈❙ ❆◆❉

❋■❘❙❚✲P❆❙❙❆●❊ ❚■▼❊❙

We have seen in the previous section (Eq.(13)), that popu-

lation dynamics models emerging from stochastic cell fate de-

cision systems are in general not time-invariant. We may now

ask ourselves when and why time-invariant models are justi-

fiable from a single-cell perspective. Eq.(13) is time-invariant

if k(t) is constant in time. From Eq.(12), we can see that this is

the case if pc(t) does not change in time, that is if the normal-

ized expected population composition has converged to some

stationary distribution. Such convergence should be expected

when the cell fate decision system is operating continuously

and independently from any environmental input. For sys-

tems where cell fate decisions are triggered by an environ-

mental input, we should expect that pc(t) and k(t) change in

response to changes in the environment but converge when-

ever the environment stays constant for sufficiently long. For

instance, for our simple example of inducible bursty produc-

tion of a protein that triggers cell death (Figure 1a), applica-

tion of the inducing input leads to transient changes in pro-

tein amounts and the population death rate. On the other

hand, when the input remains constant for sufficiently long,

the population protein distribution converges and a constant

death rate of cells emerges at the population scale (Figure 1d).

Notably, however, the emerging stationary population distri-

bution is different from the stationary solution of the standard

master equation that describes bursty protein production32 in

the absence of cell death. Can we nevertheless predict this

stationary population distribution and corresponding popula-

tion death rate from a specification of the single-cell process?

Setting the time-derivative of pc(t) in Eq.(5) to zero, we can

recognize that the emerging stationary population distribution

ps
c must be the (normalized right) eigenvector of the matrix C

corresponding to the largest eigenvalue γs (see30 and Support-

ing Information, Section S.6). We can furthermore deduce

from the relation c1 = −1 C that the population death rate,

k(t), approaches a constant ks = c1ps
c =−1 Cps

c =−γs that is

equal to the negative of the largest eigenvalue of C when the

population distribution converges to stationarity. This implies

that population rates of cell fate decisions in constant envi-

ronments can be readily determined by a simple eigenvalue

calculation on the generator matrix of the single-cell process.

To conclude, we return to the original single-cell analysis

of event timing via first passage times. If we plug ps
c as ini-

tial condition into Eq.(6), the resulting distribution fτ(t) de-

scribes the waiting time on cell fate decision of a randomly

chosen cell in the population in stationary conditions. Impor-

tantly, ps
c is an eigenvector of C and therefore of quite special

nature for Eq.(6): it equilibrates the single-cell process “in

all directions except the direction that leads towards cell fate

decisions” (Supporting Information, Section S.6). As a con-

sequence of these one-dimensional dynamics, fτ(t) reduces

to a simple exponential distribution with parameter −γs. This

observation is what consolidates the single-cell and popula-

tion perspective: exponential waiting times on events imply

the Markov property, which ultimately is the reason why a

time-invariant deterministic model with −γs as rate of cell fate

decisions is appropriate at the population scale in stationary

conditions.

Finally, we point out that the convergence results provided

in this section may also be useful to deduce population distri-

butions at the initiation of experiments, i.e. pc(0). In practice,

cell populations will always be growing already before what

the experimenter defines as “time zero” of the experiment. In

cases where cell fate decisions are not (only) triggered by an

environmental input that is applied at time zero but take place

already before the start of the experiment, ps
c provides an equi-

librated initial condition to which the population distribution

will have converged in the growth period before time zero of

the experiment. An example of this will be provided in our

experimental study on plasmid copy number fluctuations pro-

vided at the end of this manuscript.

❈▲❆❙❙■❋❨■◆● ❈❊▲▲ ❋❆❚❊ ❉❊❈■❙■❖◆ ❙❨❙❚❊▼❙

With the required theoretical background established, we

can now demonstrate how our mathematical approach can be

used to address concrete biological questions. To this end, we

first investigate different types of cell fate decision systems

that are commonly encountered in biology. As an illustrat-

ing example, we already discussed a system in which cell fate

decisions are determined by some protein that is produced in

response to an environmental input (Figures 1a and 2a, top).

A key feature of this example is that the protein is absent in

all cells before the input is applied, implying that all cells are

   
    

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t. 

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I:

10
.10

63
/5.

01
60

52
9



Accepted to J. Chem. Phys. 10.1063/5.0160529

8

initially identical. The example can therefore be interpreted as

the simplest motif of the class of systems in which stochastic-

ity in cell fate decisions emerges exclusively as a consequence

of intrinsic noise in chemical reactions that arises after the ap-

plication of the environmental input. We will refer to such

systems as type (i) cell fate decision systems in the follow-

ing. In some sense the opposite type of cell fate decision sys-

tem is obtained if protein production is always active in cells

and does not depend on the environment, while instead the

probability per unit time for cell fate decision events to take

place depends directly on the environmental input in addition

to the amount of protein in cells (Figure 2b, top). A typical

example of this may be a protein that is activated by the en-

vironmental input instead of being produced in response to it.

The key feature of such systems (referred to as type (ii) cell

fate decision systems in the following) is that stochasticity in

cellular processes will lead to cells having different amounts

of relevant proteins already before the input that triggers cell

fate decisions is applied. Differential responses of cells to the

same environmental input will then largely be a consequence

of pre-existing variability in the population.

To investigate the differences between the two types of sys-

tems, we considered a time-varying environmental input, u =
u(t), that is piecewise constant and switches between zero and

one multiple times. We numerically solved Eqns.(5,12,13) for

the two systems displayed in Figure 2 to calculate the full dy-

namics of pc(t), k(t), and z(t) assuming, as before, that cell

fate decisions correspond to cell death (i.e. without tracking

zc(t) in Eq.(13)). Our results (Figure 2) show that the pop-

ulation dynamics of both the type (i) and the type (ii) sys-

tem show three distinct phases: an adaptation phase after u(t)
switches from zero to one, a stationary phase in which con-

vergence results apply, and a relaxation phase in which the

population returns to its initial configuration. The character-

istic features of these phases are, however, very different for

the two systems. For the type (i) system, the adaptation phase

is primarily a delay phase during which enough protein still

needs to accumulate in cells for k(t) to become large such

that the effective population growth rate, λ − k(t), starts to

decrease only slowly. For the type (ii) system, k(t) is largest

directly after application of the environmental stimulus before

it drops, together with the average amount of protein in cells,

because cells with large protein content are now selectively

removed. If the environmental input is maintained for suf-

ficiently long, both systems eventually reach stationary con-

ditions in which pc(t) and k(t) have converged and the pop-

ulation grows/decays exponentially at rate λ + γs (which is

negative in our examples). When u(t) switches back to zero,

k(t) in the type (ii) system drops to zero immediately since

f (n,u(t)) = 0 for all n. Therefore, the population resumes

exponential growth at rate λ and the protein distribution re-

laxes back to its initial condition according to the dynamics

of the standard CME because no more cells are selectively re-

moved. For the type (i) system, k(t) remains non-zero in the

relaxation phase because the protein is not removed instanta-

neously. Therefore, the population returns only slowly to plain

exponential growth at rate λ . We conclude by pointing out

that both systems will show a phenotypic population memory

effect if the second environmental stimulus is applied before

the system has fully returned to its initial condition during the

relaxation phase: k(t) will then reach its maximum faster for

the type (i) system while it will spike less for the type (ii) sys-

tem. The duration of this memory period is determined by the

characteristic time scale(s) of the standard CME for the type

(ii) system but needs to be calculated from Eq.(5) for the type

(i) system because the CME does not govern the dynamics

of the protein distribution during the relaxation phase in this

case.

In practice, most cell-fate decisions will of course depend

on more than the amount of a single protein. Real systems

may then well contain elements of both type (i) and type (ii)

systems. For instance, cell fate decisions may be caused by a

protein that is stochastically produced in response to the en-

vironmental input but the rate of production of this protein

may vary between cells due to pre-existing variability in the

amount of ribosomes. For such mixed systems, it is a priori

unclear what the main causes of variability in cell fate deci-

sions are. Searching for characteristic features of type (i) and

type (ii) systems in the dynamics of experimentally observ-

able quantities may then help to understand dominant noise

sources in the system.

In the following section, we will experimentally and theo-

retically study an example of a biological system that is not

classically thought of as a cell fate decision system but that is,

in fact, a perfect example of a pure type (ii) cell fate decision

system according to our classification.

❙■◆●▲❊✲❈❊▲▲ ❆◆❉ P❖P❯▲❆❚■❖◆ ▼❖❉❊▲❙ ❖❋ P▲❆❙▼■❉

▲❖❙❙

As an experimental example, we study a cell fate decision

system that is of core importance for numerous natural and

synthetically constructed biological processes: loss of plas-

mids that are needed for cellular growth or survival. Mod-

els of plasmid copy number fluctuations have been developed

and applied already for some decades44,45. At the population

scale, models are typically deterministic and track the two

sub-populations of cells that still contain at least one copy

of the plasmid and cells that have lost all plasmids. Popu-

lation dynamics are then determined by growth rates of cells

with and without plasmids and a plasmid loss rate. Interpret-

ing plasmid loss as a cell fate decision, and denoting the two

sub-populations by z(t) and zc(t), we can identify such mod-

els with Eq.(13) for constant k(t) = ks. Such models assume

a priori that the single-cell event of plasmid loss can be asso-

ciated with a rate parameter at the population scale. While we

have seen in the previous sections that this is valid whenever

the plasmid copy number distribution of the population has

converged to stationarity, it remains unclear how the plasmid

loss rate at the population scale emerges from the single-cell

process that governs plasmid copy number fluctuations.

At the single-cell scale, plasmid copy number fluctuations

are sometimes modeled equivalently to standard biochemi-

cal reaction networks as CTMCs. Alternatively, discrete-time

models that track cell generations can be used. The latter
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FIG. 2. Two types of cell fate decision systems. (a) Top: Basic motif of a type (i) system in which stochasticity in cell fate decisions is caused

exclusively by intrinsic noise that arises after the environmental input, u(t), is applied. The concrete model of this system and its parameter

values are the same as already introduced for Figure 1, except that we now consider piecewise constant environmental inputs u(t) ∈ {0,1}
as indicated by the blue and grey bars below the sketch of the system. We assumed that u(t) = 0 for sufficiently long before the start of the

experiment such that no cell contains any protein at t = 0. Bottom: Typical type (i) system dynamics at the population scale (z(t)) and at

the single-cell scale (protein mean, calculated from the solution of Eq.(5)) for a switching environment u(t). Single-cell dynamics can be

grouped into three phases: adaptation to the environmental input, stationarity in the presence of the input, and a phase where the population

relaxes to its initial statistics after the input is removed. Early during the relaxation phase, the system still displays a memory of the input (red

shaded area). These phases are transmitted to z(t) via the population death rate k(t) and create characteristic features in population growth

curves. (b) Top: Basic motif of a type (ii) system in which variability in cell fate decisions is primarily caused by cell-to-cell variability that is

already present before the environmental input is applied. For this example, we kept the same chemical reactions as in the type (i) example but

removed the dependency on the environmental input u(t) from the propensity functions (a1(n) = r, a2(n) = d ·n), whereas the rate of cell fate

decisions is now assumed to depend explicitly on u(t). Concretely, we used the function f (n,u(t)) := u(t) · a nη

θ η+nη and the same parameter

values as for the type (i) system. This implies that for u(t) = 1 the two models are identical and converge to the same stationary distribution

(as can be seen from convergence to a protein mean of 30 for both models when u(t) is maintained equal to one). To determine an appropriate

initial condition for the type (ii) example, we need to take into account that protein production does not depend on u(t) in this case, which

implies that for u(t) = 0 for sufficiently long before the start of the experiment, the population protein distribution will have converged to the

stationary distribution of the bursty protein production model in the absence of cell fate decisions. Bottom: type (ii) system dynamics are

shown equivalently to panel (a).

makes it easier to mechanistically represent cellular processes

such as plasmid replication and unequal distribution of plas-

mids among mother and daughter cell. However, even if a

model is originally constructed in discrete time, it can still be

interpreted in continuous time and associated with a CTMC

as done, for instance, by Gnuegge et al.45. While single-cell

models have been extensively studied, it has remained some-

what unclear how they are to be used in a context where the

population is growing in media that selects against cells that

have lost the plasmid46 or when the media is switched between

selective and non-selective.

In27, we introduced a simple birth-death process model

of an unregulated 2-micron plasmid carrying a selection

marker and an engineered light-inducible recombination sys-

tem. Concretely, plasmid copy number fluctuations were

modeled as:

P
a

−−−→ P + P, P
λ

−−−−→ /0, with a < λ .

cell
µ·1{P=0}

−−−−−−−−→ removed. (14)

The first reaction models plasmid replication whereas the sec-

ond reaction models effective plasmid dilution due to growth

and λ is the growth rate of the cells. a < λ then ensures that
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plasmid copy numbers do not diverge and corresponds to as-

suming that every plasmid is on average replicated less than

once per cell cycle. µ describes the rate at which cells without

plasmids are removed in selective media and needs to be set

to zero when cells are growing in non-selective media. Here,

we focus on emerging population and plasmid copy number

dynamics when cell populations are switched back and forth

between selective and non-selective media.

Interpreting removal of cells without plasmids as cell fate

decisions, we can use the theoretical results presented in the

previous sections to determine that the population plasmid

copy number distribution must follow Eq.(5) with matrix C

given in the Supporting Information Section S.10.2. whereas

the total population size, z(t), should evolve according to

d

dt
z(t) = λ z(t)− k(t)z(t) = (λ − k(t))z(t), (15)

where k(t) is the population removal rate of cells that have

lost the plasmid, follows Eq.(12), and can be calculated using

Eq.(5) from the single-cell model.

For continuous growth in selective media, the plasmid copy

number distribution should converge to stationarity and k(t)
should approach a constant ks = −γs, where γs is the largest

eigenvalue of C as discussed earlier (see, for instance, Figure

2b). In non-selective media, the population should grow at

maximal rate λ since k(t) = 0. Meanwhile, at the single-cell

scale, the plasmid copy number distribution should converge

to the stationary distribution of the single-cell model in the ab-

sence of selective removal of cells (which should be such that

all cells have lost the plasmid with probability one). However,

if cells are switched to non-selective media only for a com-

parably short time span such that stationarity is not reached

and some cells still have plasmids, interesting dynamics of

the effective population growth rate should emerge. In partic-

ular, we may wonder if growth dynamics in selective media

depend on the time spent previously in non-selective media

and if a type (ii) memory effect (Figure 2b) can be observed

experimentally for this application.

To test this, we studied the dynamics of the population

fluorescence distribution of a fluorescent reporter protein ex-

pressed from the plasmid when cells are switched between se-

lective and non-selective media. To this end, we made use of a

platform of parallelized bio-reactors47 that operate in turbido-

stat mode (i.e. continuous dilution and feed of fresh media

keep the cell density constant) and allow for external control

of the media that is supplied to cells. We first grew cells in

selective media for sufficiently long to ensure stationary con-

ditions. Subsequently, we switched cells to growth in non-

selective media for different durations in different reactors be-

fore switching back to selective media. To be able to observe

the biological process at both population and single-cell scale,

we monitored the dilution rate of the reactors (determines

effective population growth rates) and simultaneously per-

formed automated flow cytometry to quantify population dis-

tributions of the fluorescent reporter protein that is expressed

from plasmids (provides an indirect readout of changes in

plasmid copy numbers). We find that emerging population

and single-cell dynamics clearly display all theoretically ex-

pected features of a type (ii) cell fate decision system (Figure

3). Upon switching cells from selective to non-selective me-

dia, effective population growth rates quickly increase to the

maximal possible growth rate λ since no more cells are selec-

tively removed (plain exponential growth phase). At the same

time, relaxation dynamics are at play at the single-cell scale

and plasmid copy numbers and cellular fluorescence converge

exponentially towards the stationary condition in the absence

of the selecting stimulus, which, in this case, is that plasmids

are lost in all cells. When cells are switched back to selec-

tive media and the selecting stimulus is re-introduced, popu-

lations show the expected adaptation phase: directly upon me-

dia switch, k(t) spikes high and the measured effective popu-

lation growth rate drops very low (Figure 3a) since fewer cells

have plasmids after the growth period in non-selective media

(Figure 3b). Then, due to selective removal of cells without

plasmids, the number of cells with plasmids in the population

increases (Figure 3b), which leads to an effective population

growth rate that increases until the initial stationary condition

is re-established such that plasmid loss and removal of cells

that have lost the plasmid are dynamically balanced and the

population grows exponentially at an effective rate λ −ks (sta-

tionary exponential phase). Thereby, the magnitude of the de-

crease in effective population growth rates as well as the time

that it takes for the stationary condition to be re-established

depends on the time that populations previously spent in non-

selective media (shades of green in Figure 3). These results

establish agreement of experiments and theory on a qualita-

tive level.

To test quantitative agreement, we fixed the parameter λ to

the measured growth rate of cell populations in non-selective

media, λ ≈ 0.39/h, and assumed that cells that have lost the

plasmid have a zero growth rate in selective media, which

in our model is equivalent to assuming µ = λ . The final

free model parameter, a, can then be determined as a =
0.3335/h = 0.85 · λ by measuring the exponential decay of

the average population fluorescence after switching the cells

from selective to non-selective media (see Supporting Infor-

mation, Section S.10.2 for an extended discussion on deter-

mining model parameters). A full comparison of the resulting

model to experimental data (including replicates) is provided

in the Supporting Information, Figures S.12-S.15. We find

that, despite the rather simplistic representation of plasmid

copy number fluctuations at the single-cell scale, the model

leads to predictions on emerging growth rate dynamics and av-

erage plasmid copy numbers that are in close agreement with

the data.

Finally, we tested one additional prediction that emerges

from the presented theory: after a long period of growth in

selective media, the measured stationary population fluores-

cence distribution should correspond to the single-cell process

being fully equilibrated except for the direction that leads to

removal of cells (see previous sections and Supporting Infor-

mation, Section S.6). This implies that upon switching cells

to non-selective media, we expect the plasmid distribution of

the population to change but such that the shape of the dis-

tribution remains invariant with the probability of every non-

zero plasmid copy number just being scaled by the increas-
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FIG. 3. Plasmid dynamics and population growth. (a) Growth rate dynamics in switching media. Upon switching from selective to non-

selective media (black dashed line), effective cell population growth rates increase from stationary exponential growth (at rate λ − ks) to plain

exponential growth (at rate λ ) since cells that lose the plasmid are not removed from the population anymore. When cells are subsequently

switched back to selective media (green dashed lines), the effective population growth rates drops very low due to transiently large removal

rates, k(t), of cells without plasmids but then converges back towards the initial stationary condition (adaptation phase). The magnitude of the

drop in growth rate and the time that it takes to re-establish the stationary condition depend on the length of the growth phase in non-selective

media (shades of green). (b) Average levels of a fluorescent protein expressed from the plasmid decrease exponentially towards zero when

cells are switched to non-selective media and provide a read-out on plasmid copy numbers in cells of the population. When populations

are switched back to selective media, selective removal of cells without plasmids leads to increasing average plasmid copy numbers and

fluorescence. Details of the experiment are provided in the Supporting Information, Section S.10. (c) Top: Dynamics of the full population

fluorescence distribution after media switch for the experiment shown in the lightest shade of green in panels a,b. The peak of the distribution

close to zero, presumably corresponding to cells without plasmids, has been omitted. Bottom: The same distributions as in the top panel are

shown after normalization by the fraction of cells whose fluorescence is indistinguishable from autofluorescence.

ing fraction of cells that have lost the plasmid. To test this,

we analyzed population fluorescence distributions for the ex-

periment in Figure 3a in which cells are kept in non-selective

media the longest (lightest shade of green, results for other ex-

periments are provided in the Supporting Information, Section

S.10). Upon media switch, the fraction of cells that have fluo-

rescence levels that are distinguishable from autofluorescence

decreases in time as expected (Figure 3c, top). Normalizing

the relative frequencies of these fluorescent levels by the frac-

tion of cells whose fluorescence is indistinguishable from aut-

ofluorescence at the corresponding time point (see Supporting

Information, Section S.10), we find that the population distri-

bution indeed remains invariant except for the increasing frac-

tion of cells that have lost the plasmid (Figure 3c, bottom).

❉■❙❈❯❙❙■❖◆

The study of stochastic cell fate decision systems is of fun-

damental importance for understanding emerging population

behavior for a large class of important biological problems

such as differential responses of cells to environmental pertur-

bations with antibiotics24, anti-cancer treatments23, or other

stimuli48. We have shown here that representing stochas-

tic cell fate decision systems as absorbing continuous-time

Markov chains (CTMCs) allows one to predict emerging pop-

ulation behavior from theoretical analysis of the single-cell

model. Concretely, we used our theoretical results to classify

cell fate decision systems into systems of two types in which

randomness in cell fate decisions is either caused by stochas-

ticity of chemical reactions that are triggered by the environ-

mental stimulus (type (i)) or due to pre-existing variability

(type (ii)). We then argued that plasmid copy number fluc-

tuations, plasmid loss, and cellular growth in selective media

provide an example of a type (ii) cell fate decision system and

showed experimentally that theoretically expected dynamics

of population growth rates and single-cell processes emerge

when cells are switched back and forth between selective and

non-selective media.

While the analysis of plasmid copy number fluctuations and

plasmid loss constitutes an important example that continues

to resurface in systems and synthetic biology, it is but one spe-

cific example of a stochastic cell fate decision system. More

broadly, the presented theory can be used to study various

other important problems. For instance, the required strength

of a treatment stimulus that is needed to kill a heterogeneous

population of cells can be identified with an eigenvalue of the

generator matrix of the single-cell process that triggers cell

death (Supporting Information, Figure S.6). Furthermore, our

results can be used to classify and quantify different types of

memory that populations exhibit in response to environmen-

tal stimuli and to study emerging population dynamics for re-

peated application of such stimuli (Supporting Information,

Figures S.10 and S.11) or to study how population dynam-

ics depend on the time scales of single-cell processes (Sup-

porting Information, Section S.7). Apart from the study of

natural biological systems, we expect that our results on pre-

dicting emerging population behavior from a specification of
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the single-cell process will prove to be useful for the construc-

tion of synthetic circuits that aim to mimic natural phenotype

switching49 or differentiation systems50 and that need to func-

tion in the presence of cell-to-cell variability. By construction,

such systems create a coupling between single-cell and popu-

lation dynamics and designing the synthetic circuit based only

on its functionality in individual cells will lead to other than

expected dynamics at the population scale, as we have already

demonstrated previously27.

The most important aspect of the work presented in this

manuscript is that we have shown how one can derive mod-

els for the (expected) population composition that incorpo-

rate population level processes such as growth and selection

within a standard CME-based modeling framework without

increasing the dimensionality of the equations. This is in

stark contrast to other approaches that have been proposed

to model stochastic reaction network in growing cell popula-

tions such as the agent-based framework proposed by Thomas

and Shahrezaei43. Furthermore, we have shown that both cell

growth rates and death/removal rates that depend on the state

of the reaction network can readily be included in our frame-

work. The price that to pay for this was that we needed to

maintain the simplifying assumptions of constant cell volume

and exponentially distributed cell cycle times that are implicit

in the CME.

For stochastic cell fate decision systems, we have shown

that a model for the expected population composition of a

growing population, Eq.(5), can be obtained by no more than

adding a single absorbing state to the reaction network and

then conditioning the stochastic process on not having reached

this state. This highlights that our approach is scalable to re-

action networks that are more complex than the simple ex-

amples that were studied in this paper. In fact, Eq.(5) can

even be more readily obtained by finite state projection33 than

approximations to the standard CME whenever transitions to

the absorbing state confer a natural boundary on the number

of molecules that the system is unlikely to exceed. That said,

our modeling approach inherits the curse of dimensionality

from the CME and will become intractable for reaction net-

works that contain more than just a few chemical species. It

is therefore important to further investigate in the future how

approaches such as approximations based on Langevin and

Fokker-Planck equations51,52 or moment-based methods53–55,

which are routinely used for the study of stochastic single-cell

processes, can be applied in the population context. Another

important research direction for the future will be to focus on

the case where growth rates of cells depend on the state of

the reaction network. In this case, we can still use Eq.(10) to

study dynamics of the expected population composition but

we cannot anymore associate the equation with an absorbing

Markov chain. It will therefore be necessary to establish new

theoretical results on the existence of stationary distributions

and uniqueness of largest eigenvalues for the case of state de-

pendent growth.

❙❯PP▲❊▼❊◆❚❆❘❨ ▼❆❚❊❘■❆▲

The Supplementary Material contains additional results and

discussions, a description of the experiments carried out for

the paper, and all supplementary figures referenced in the

main text.
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