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On converse Lyapunov theorem for fixed-time
input-to-state stability

Efimov Denis and Polyakov Andrey

Abstract

Input-to-state stability is one of the most utilizable robust stability properties for nonlinear dynamical systems, while (nearly)
fixed-time convergence is a kind of decay for trajectories of disturbance-free systems that is independent in initial conditions. The
presence of both these features for a system can be checked by existence of a proper Lyapunov function. The objective of this
work is to provide the conditions for a converse result that (nearly) fixed-time input-to-state stable systems admit a respective
Lyapunov function. Similar auxiliary results for uniform finite-time stability and uniform (nearly) fixed-time stability are obtained.

I. INTRODUCTION

Analysis of stability properties of dynamical systems is an important theoretical problem having applications in many
research and development domains [7]. The method of Lyapunov functions constitutes the most popular approach for stability
investigation [8], [19], [7], since existence of a proper Lyapunov function is an equivalent (necessary and sufficient) condition
of respective stability properties. Establishment of such an equivalence is important: it formulates the canonical representations
of Lyapunov functions and conditions to check in the applications (avoiding multiple similar framings). However, the issue of
finding a Lyapunov function for a given nonlinear system still has no generic solution.

The problem becomes even more sophisticated if the system of interest is subject to external disturbances or/and the rates of
convergence have to be established and quantified. A popular and powerful framework for robust stability analysis is created
around the input-to-state stability (ISS) concept [16], [3], which also disposes equivalent characterizations in terms of existence
of different Lyapunov functions. For the rates of decay, recently, finite-time and (nearly) fixed-time ones got some popularity
[15], [1], [14]: the former corresponds to an exact convergence to the equilibrium with a finite settling time dependent on initial
conditions, while the latter is related with existence of the settling-time function independent on initial deviations (globally
bounded). The equivalent Lyapunov characterizations of the finite-time stability are well known [1], while for the fixed-time
stability they are quite new [11]. The ISS systems having finite-time convergence rates in the disturbance-free setting are
introduced in [6] with sufficient conditions in terms of existence of Lyapunov functions, and its necessary counterpart is
proposed in [12]. The sufficient characterization of fixed-time ISS is also given in [12] (see also a survey [5]).

This work aims on filling the gap by proposing the necessary Lyapunov conditions for (nearly) fixed-time ISS property.
To this end the strategy proposed in [17] will be used: i) the existence of Lyapunov functions will be shown for uniformly
(nearly) fixed-time stable systems (when the inputs take values in a compact set) in Section III; ii) it will be demonstrated
that (nearly) fixed-time ISS property (introduced in Section IV) can be related with uniform (nearly) fixed-time stability of an
auxiliary system (in Section V); iii) under additional mild restrictions these results will be united in Section VI. The difficulty
of such a development is twofold: first, systems possessing finite/fixed-time convergence rates are not Lipschitz continuous
at the origin; second, a Lyapunov characterization has to guarantee the respective accelerated convergence of disturbance-free
trajectories.

Notation

Denote by R the set of real numbers and R+ = {s ∈ R : s ≥ 0}. For x ∈ Rn, ‖x‖ corresponds to its (Euclidean) norm.
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For a Lebesgue measurable function of time d : R+ → Rm, define the norms ‖d‖[t0,t1) = ess sups∈[t0,t1)‖d(s)‖ for
[t0, t1) ⊂ R+ and ‖d‖∞ = ess sups≥0‖d(s)‖, then the space of such functions with ‖ · ‖∞ < +∞ we further denote as Lm∞.

The class of continuous functions X→ Y is denoted by C(X,Y) for two metric spaces X and Y.

Problem statement

So, our goal is to provide the converse Lyapunov function results for the ISS property in (nearly) fixed-time sense for the
system:

ẋ(t) = f(x(t), d(t)), t > 0, x(0) = x0, (1)

where x(t) ∈ Rn and d(t) ∈ Rm, d ∈ Lm∞; f ∈ C(Rn × Rm,Rn) ensures forward existence and uniqueness of solutions of
the system at least locally in time, f(0, 0) = 0. For any x0 ∈ Rn and d ∈ Lm∞ the respective solution is denoted by x(t, x0, d)

with x(0, x0, d) = x0.
The converse Lyapunov theorem for finite-time ISS has been obtained in [12] under additional restrictions:

Assumption 1. Let

(i) f ∈ C(Rn × Rm,Rn) be locally Lipschitz continuous in (Rn \ {0})× Rm;

(ii) there exist L ∈ C(R+,R+) such that the inequality

‖f(x, d)− f(x, 0)‖ ≤ L(‖x‖)‖d‖

is satisfied for all (x, d) ∈ Rn × Rm.

In the sequel we assume that Assumption 1 is verified for (1).

II. PRELIMINARIES

A. Comparison functions

A function σ ∈ C(R+,R+) belongs to class K if it is strictly increasing and σ(0) = 0; it belongs to class K∞ if it is also
unbounded.

A function β ∈ C(R+ × R+,R+) belongs to class KL if β(·, r) ∈ K and β(r, ·) is decreasing to zero for any fixed r > 0.
A function χ ∈ C(R+ × R+,R+) belongs to class FKL if χ(·, 0) ∈ K, χ(r, ·) is decreasing to zero for any fixed r > 0

and there is T ∈ K such that χ(r, t) = 0 for all t ≥ T(r). A function χ ∈ FKL with supr≥0 T(r) < +∞ belongs to the class
FxKL.

Finally, χ ∈ C(R+ × R+,R+) belongs to class nFxKL if χ(·, 0) ∈ K, χ(r, ·) is decreasing to zero for any fixed r > 0,
and there is T ∈ K such that χ(r, t) ≤ ρ for any ρ > 0, for all t ≥ T (ρ−1) and all r ∈ R+.

B. Derivatives and gradient

For g ∈ C(R,R), the upper right Dini derivative [4] is given by

D+g(t) = lim sup
h→0+

g(t+ h)− g(t)

h

for any t ∈ R. For V ∈ C(Rn,R), the upper right Dini derivative in the direction of v ∈ Rn at point x ∈ Rn is defined as

DV (x)v = lim sup
h→0+

V (x+ hv)− V (x)

h
.

For V ∈ C(Rn,R), the derivative along the solutions of (1) is defined as

V̇ (t) = D+V (x(t, x0, d))

for any t ≥ 0, x0 ∈ Rn and d ∈ Lm∞; and if V is locally Lipschitz continuous in Rn \ {0}, then

V̇ (x, d) := DV (x)f(x, d)
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for any x ∈ Rn and d ∈ Rm (in such a case V̇ (t) = V̇ (x(t, x0, d), d(t)) for almost all t ≥ 0). If V is locally Lipschitz
continuous, then its generalized gradient is defined as follows [2]:

∂V (x) = co
{

lim
i→+∞

∇V (xi) : xi → x,∇V (xi) exists
}
,

where co{·} takes the convex hull.

III. UNIFORM COMPLETE NEARLY FIXED-TIME STABILITY

Denote D = {d ∈ Lm∞ : ‖d‖∞ ≤ 1} and D = {d ∈ Rm : ‖d‖ ≤ 1} in order to analyze the behavior of (1) with a bounded
input d. The following uniform stability properties and their necessary Lyapunov characterizations derived below constitute an
intermediate step for the main result of this work:

Definition 1. 1) The system (1) is called uniformly globally asymptotically stable (uGAS) at the origin [10], if there exists
β ∈ KL such that

‖x(t, x0, d)‖ ≤ β(‖x0‖, t) ∀t ≥ 0

for all x0 ∈ Rn and d ∈ D.

2) A uGAS system (1) is called uniformly finite-time stable (uFTS) at the origin if for all x0 ∈ Rn and d ∈ D there is
Tx0,d ∈ [0, T (x0)] such that

x(t, x0, d) = 0 ∀t ≥ Tx0,d, x(t, x0, d) 6= 0 ∀t ∈ [0, Tx0,d),

where T : Rn → R+ is a locally bounded settling-time function T (x0) = supd∈D Tx0,d.

3) A uGAS system (1) is called uniformly nearly fixed-time stable (unFxTS) at the origin if for any ρ > 0 there is Tρ ∈ R+

such that
‖x(t, x0, d)‖ ≤ ρ ∀t ≥ Tρ

for all x0 ∈ Rn and d ∈ D.

4) A unFxTS system (1) is called uniformly fixed-time stable (uFxTS) at the origin if additionally supρ>0 Tρ < +∞.

Equivalently, uFTS, unFxTS or uFxTS of (1) can be formulated as the uGAS property with β ∈ FKL, β ∈ nFxKL or
β ∈ FxKL, respectively. Another definition of uFTS (for time-varying systems) can be found in [13].

To formulate the converse Lyapunov function theorem for u(n)FxTS we will consider a special subclass of these systems:

Definition 2. A u(n)FxTS system is called complete if for any x0 ∈ Rn \ {0} and any d ∈ D there exists a unique solution
of the system ẋ∗(t) = −f(x∗(t), d(t)) with x∗(0) = x0, denoted as x∗(t, x0, d) and defined for t ∈ [0, τx0,d) such that

lim sup
t→τx0,d

‖x∗(t, x0, d)‖ = +∞,

with τ : Rn \ {0} → R+ being a locally bounded escape-time function satisfying τ(x0) = supd∈D τx0,d.

Necessary and sufficient Lyapunov characterizations of uGAS property (for the case of locally Lipschitz continuous f ) can
be found in [10].

Definition 3. V ∈ C(Rn,R+) is called unFxTS-Lyapunov function (LF) for the system (1) if there exist α1, α2 ∈ K∞, α > 1

and c > 0 such that

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), ∀x ∈ Rn,

V̇ (t) ≤ −cV α(x(t, ξ, d))

for almost all t ≥ 0, all ξ ∈ Rn and all d ∈ D. If α ∈ [0, 1), then such a V is called uFTS-LF.
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For α = 1, V has at least asymptotic (exponential) convergence, which for α1, α2 ∈ K∞ allows only uGAS property of (1)
to be concluded. If V is locally Lipschitz continuous in Rn \ {0}, then the last condition of Definition 3 can be replaced with

V̇ (x, d) ≤ −cV α(x)

for almost all x ∈ Rn and all d ∈ D.

It is straightforward that existence of a uFTS/unFxTS-LF implies the respective stability property, this claim can be proven
using standard arguments following the properties of LFs given in Definition 3. Note that uGAS property in (1) is realizable
provided that f(0, d) = 0 for any d ∈ D, then Assumption 1 implies a uniform in the second argument local Lipschitz
continuity of f on (Rn \ {0})× D.

Theorem 1. If the system (1) is complete unFxTS with a continuous escape-time function τ , then there exists a unFxTS-LF.

Proof. The argumentation is split on the following steps. 1) The result is recalled that for a locally Lipschitz f there is a
Lyapunov function. 2) Since f is not Lipschitz continuous at the origin, it is shown how to construct an auxiliary system
possessing this property globally. 3) It is demonstrated that a global Lyapunov function W for the auxiliary Lipschitz system
is also one for the original dynamics (1). 4) Due to assumed completeness of unFxTS property, the system (1) in backward
time is studied, and based on the escape-time function, a Lyapunov function V1 is designed for big deviations of the state
with desired upper estimate on the derivative. 5) The upper estimate on the derivative of W is refined, and a local Lyapunov
function V2 is introduced based on W . 6) The Lyapunov functions V1 and V2 are united.

I If f is uniformly in the second argument locally Lipschitz continuous on Rn ×D (i.e., there exists L̂ ∈ C(R+,R+) such
that the inequality

‖f(x1, d)− f(x2, d)‖ ≤ L̂(‖x1‖+ ‖x2‖)‖x1 − x2‖

is satisfied for all x1, x2 ∈ Rn and d ∈ D), since any unFxTS system is uGAS, then there is a smooth LF W ∈ C(Rn,R+)

satisfying for all x ∈ Rn and d ∈ D:

α′1(‖x‖) ≤W (x) ≤ α′2(‖x‖), Ẇ (x, d) ≤ −η(W (x)) (2)

for some α′1, α
′
2 ∈ K∞ and η ∈ K (see, for example, Theorem 2.9 in [10]). Define two positive constants, r and R, such that

0 < 2r < R, and denote Ωr = {x ∈ Rn : W (x) ≥ r}.

II If f is not Lipschitz at the origin (under Assumption 1), define functions (see also Section 8 in [9])

gδ(v) =
1

v

∫ 2v

v

sup
s≤‖x‖≤δ

max
i=1,...,n

sup
d∈D

sup
`i∈∂fi(x,d)

‖`i‖ds,

µδ(v) := min

{
1,

1 + 1
v

∫ 2v

v
sup‖x‖≤s,d∈D ‖f(x, d)‖ds

1 + 1
δ

∫ 2δ

δ
sup‖x‖≤s,d∈D ‖f(x, d)‖ds

b(v)v

δ

}
,

b(v) :=

1 gδ(0) < +∞
gδ(δ)
gδ(v)

otherwise

for any v ∈ R+ and some δ > R. Note that by design, D+µδ(0) < +∞, µδ differentiable on (0, δ) and globally Lipschitz
continuous, increasing, bounded by 1, equals to 1 when v ≥ δ, strictly positive outside of the origin and µδ(0) = 0. Define a
vector field

fδ(x, d) :=

f(x, d), if ‖x‖ ≥ δ

µδ(‖x‖)f(x, d), if ‖x‖ < δ
,

which we claim is uniformly locally Lipschitz continuous by constitution on Rn × D. Indeed, the function f possesses this
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property outside of the origin by the imposed hypothesis, and for almost all ‖x‖ < δ we have that∥∥∥∥∂fδ(x, d)

∂x

∥∥∥∥ =

∥∥∥∥∂µδ(‖x‖)f(x, d)

∂x

∥∥∥∥
≤
∥∥∥∥∂µδ(‖x‖)∂x

∥∥∥∥ ‖f(x, d)‖+ µδ(‖x‖)
∥∥∥∥∂f(x, d)

∂x

∥∥∥∥ ,
where

∂f(x, d)

∂x
∈


`>1
...
`>n

 , `i ∈ ∂fi(x, d), i = 1, . . . , n

and
∥∥∥∂f(x,d)∂x

∥∥∥ ≤ gδ(‖x‖) by construction, then the direct computations show that∥∥∥∥∂fδ(x, d)

∂x

∥∥∥∥ ≤ C < +∞

for almost all ‖x‖ < δ and all d ∈ D. Since fδ is Lipschitz continuous on Rn\{0} then for any x1, x2 satisfying ‖xi‖ < δ,
i = 1, 2 and @λ ∈ [0, 1] : λx1 + (1− λ)x2 = 0 we have

‖fδ(x1, d)− fδ(x2, d)‖ =

∥∥∥∥∫ 1

0

(x1 − x2)>
∂fδ(x1 + tx2, d)

∂x
dt

∥∥∥∥ ≤ C‖x1 − x2‖.
On the other hand, for ‖x‖ < δ we get:

‖fδ(x, d)‖ ≤ ‖µδ(‖x‖)f(x, d)‖

=
‖f(x, d)‖

1 + 1
δ

∫ 2δ

δ
sup‖z‖≤s,d∈D ‖f(z, d)‖ds

·
1 + 1

‖x‖
∫ 2‖x‖
‖x‖ sup‖z‖≤s,d∈D ‖f(z, d)‖ds

δ
b(‖x‖)‖x‖

≤
1 + 1

‖x‖
∫ 2‖x‖
‖x‖ sup‖z‖≤s,d∈D ‖f(z, d)‖ds

δ
‖x‖ ≤

1 + sup‖z‖≤2‖x‖,d∈D ‖f(z, d)‖
δ

‖x‖

≤ C ′‖x‖, C ′ =
1 + sup‖z‖≤2δ,d∈D ‖f(z, d)‖

δ
.

If ∃λ ∈ [0, 1] : λx1 + (1− λ)x2 = 0, then λ‖x1 − x2‖ = ‖x2‖ and (1− λ)‖x1 − x2‖ = ‖x1‖, hence,

‖fδ(x1, d)− fδ(x2, d)‖ ≤ C ′‖x1‖+ C ′‖x2‖ = C ′(1− λ)‖x1 − x2‖+ C ′λ‖x1 − x2‖ = C ′‖x1 − x2‖.

So fδ is locally Lipschitz for all x ∈ Rn and d ∈ D.

III Now let us consider the system
ẋ = fδ(x, d),

where fδ is, as above, a locally Lipschitz continuous function uniformly in the second argument, and it is unFxTS since (1)
has this property (multiplication by a continuous bounded strictly positive scalar function µδ does not influence the stability,
it acts as a time re-scaling). Following the converse results on existence of uGAS LFs, for this auxiliary system there exists a
smooth W ∈ C(Rn,R+) such that (2) is verified for all x ∈ Rn and d ∈ D, for some α′1, α

′
2 ∈ K∞ and η ∈ K. Note that in

such a case

0 ≥ −η(W (x)) ≥ Ẇ (x, d) = DW (x)fδ(x, d) = µδ(‖x‖)DW (x)f(x, d) ≥ DW (x)f(x, d)

for all ‖x‖ < δ and d ∈ D. Therefore, an unFxTS system (1) admits an LF W satisfying (2) for all x ∈ Rn and d ∈ D under
Assumption 1.

IV Consider the system (1) in the “backward” time:

ẋ∗(t) = −f(x∗(t), d∗(t)), t ≥ 0,
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then due to the complete unFxTS property (see Definition 2), for any x0 ∈ Ωr and d∗ ∈ D there is a unique solution
x∗(t, x0, d

∗) that is defined on some bounded interval of time t ∈ [0, τx0,d∗) ⊆ [0, τ(x0)) (i.e., τ(x0) ∈ [0, Tr] for all x0 ∈ Ωr,
where Tr > 0 is a finite constant), and lim supt→τx0,d∗

‖x∗(t, x0, d∗)‖ = +∞. For a continuous function τ , by its definition,

τ(x∗(t, x0, d
∗)) ≤ max{0, τ(x0)− t},

then
D+τ(x∗(t, x0, d

∗)) ≤ −1

for almost all t ∈ [0, τx0,d∗), all x0 ∈ Ωr and d∗ ∈ D. For any x0 ∈ Ωr, d∗ ∈ D and T ∈ [0, τx0,d∗), there exists d ∈ D such
that

x∗(t, x0, d
∗) = x(T − t, x∗(T, x0, d∗), d)

for all t ∈ [0, T ], or in other words, solution x of (1) in negative time argument coincides with x∗ on any finite interval of
time for a properly selected inputs and x0 ∈ Ωr. Hence,

∂τ(x(t, x0, d))

∂t
= D+τ(x(t, x0, d)) ≥ 1

for almost all t ≥ 0, any x0 ∈ Ωr and d ∈ D. For x ∈ Ωr and α > 1, introduce a candidate LF function

V1(x) = ρτ(x)
1

1−α

with some ρ > 0 specified later. The function V1 is radially unbounded due to the properties of τ and since α > 1, its time
derivative computed along trajectories of (1) can be rewritten as follows:

V̇1(t) = − ρ

α− 1
τ(x(t, x0, d))

α
1−α

∂τ(x(t, x0, d))

∂t

≤ − ρ

α− 1
τ(x(t, x0, d))

α
1−α = − ρ

1−α

α− 1
V α1 (x(t, x0, d))

for almost all t ≥ 0 such that x(t, x0, d) ∈ Ωr and d ∈ D.

V Moreover, consider the related to the dynamics of W a scalar comparison system in the backward time:

ẏ(t) = η(y(t)), t ∈ [0, τη(y(0))]

with initial conditions y(0) ∈ (0, R]; the escape-time function τη : (0, R]→ R+ to the level y = R is defined as follows

τη(y(0)) = t∗ ≥ 0 : y(t∗) = R.

Then, by construction,

τη(y) =

∫ R

y

ds

η(s)
,

dτη(y)

dy
=
−1

η(y)
< 0

for all y ∈ (0, R]. The latter meant τη is a monotone function and

lim
y→0

1

τη(y)
= lim
y→0

1∫ R
y

ds
η(s)

= b ∈ [0,+∞).

Applying argumentation similar as for the function τ we derive

∂τη(y(t))

∂t
=
dτη(y)

dy

∣∣∣∣
y=y(t)

ẏ(t) = −1

for all t ∈ [0, τη(y0)]. Returning to the dynamics of W , if W (x(t, x0, d)) = W (t) = y(t), while Ẇ (t) ≤ −ẏ(t) by design,
we get

dτη(y)

dy

∣∣∣∣
y=W (t)

Ẇ (t) ≥ 1
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for all instants of time such that W (t) ∈ (0, R]. Define a local Lyapunov function candidate

V2(x) =

(
1

τη(W (x))
− b

) 1
α−1

for W (x) ≤ R, then

V̇2(x, d) ≤ − 1

α− 1

(
1

τη(W (x))
− b

) α
α−1

= − 1

α− 1
V α2 (x)

for 0 < W (x) ≤ R and d ∈ D.

VI Finally, let us unite the LF candidates V1 and V2 to obtain a strict LF V ∈ C(Rn,R+) as

V (x) =


V2(x) if W (x) ≤ r,

V1(x) if W (x) ≥ 2r,

λ(x)V1(x) + (1− λ(x))V2(x) otherwise,

where λ(x) = r−1(W (x) − r) with λ̇ ≤ −r−1η(W (x)) < 0, and ρ is chosen in a way to guarantee that V1(x) > V2(x) for
all x ∈ Ω2r \ Ωr. Such a design of V ensures all the requirements imposed on a unFxTS-LF due to the proven properties of
V1, V2, and since

V̇ ≤ − 1

α− 1


V α2 (x) if W (x) ≤ r,

ρ1−αV α1 (x) if W (x) ≥ 2r,

ρ1−αλ(x)V α1 (x) + (1− λ(x))V α2 (x) otherwise.

Hence, there exists c > 0 such that
V̇ (t) ≤ −cV α(x(t, ξ, d))

for almost all t ≥ 0, all ξ ∈ Rn \ {0} and d ∈ D as required.

For the sufficient part, if we assume that there is a unFxTS-LF, then the system (1) is unFxTS. Consider the system behavior
in the backward time, then we obtain that

−∂V (x)

∂x
f(x, d) ≥ cV α(x),

from which we conclude that the escape-time function should be upper bounded by a continuous function, and hence it is also
continuous at infinity (and it is difficult to substantiate continuity of τ used in Theorem 1).

Theorem 2. If the system (1) is uFTS with a continuous settling-time function T , then there exists a uFTS-LF.

Proof. For a continuous settling-time function T , by its definition we have:

T (x(t, x0, d)) ≤ max{0, T (x0)− t}

for all t ≥ 0, then
∂T (x(t, x0, d))

∂t
= D+T (x(t, x0, d)) ≤ −1

for all t ∈ [0, Tx0,d) and all x0 ∈ Rn and d ∈ D. Let V (x) = T
1

1−α (x) for some α ∈ [0, 1), then

V̇ (t) ≤ − 1

1− α
T

α
1−α (x(t, x0, d)) = −cV α(x(t, x0, d)), c =

1

1− α
,

for almost all t ≥ 0, all x0 ∈ Rn and d ∈ D. If such a LF V is radially unbounded, then it is uFTS-LF as needed; otherwise,
as in the proof of Theorem 1 it can be combined with a LF that exists since a uFTS system is also UGAS.

Obviously, if there is a uFTS-LF V as in Definition 3, then the system is uFTS, and from the estimate for V we get that
T (x) ≤ V 1−α(x)

c(1−α) for all x ∈ Rn, which implies continuity of T at the origin.



8

Remark 1. If in the conditions of theorems 1 and 2 we additionally assume that τ and T are locally Lipschitz continuous in
Rn \ {0}, respectively, then the obtained LFs V also inherit the same property.

The proofs of theorems 1 and 2 demonstrate the main technical difficulties of the studies problem: the lack of Lipschitz
continuity at the origin in (1) and the special forms of upper estimates on V̇ that should be established.

IV. ROBUST STABILITY

The stability concepts of interest and their Lyapunov characterizations are formulated in the following definitions completing
[16], [6], [12]:

Definition 4. The system (1) is called ISS, if there exist β ∈ KL and γ ∈ K such that

‖x(t, x0, d)‖ ≤ β(‖x0‖, t) + γ(‖d‖[0,t))

for all x0 ∈ Rn, d ∈ Lm∞ and t ≥ 0. It is called FTS-ISS or (n)FxT-ISS if β ∈ FKL or β ∈ FxKL (β ∈ nFxKL),
respectively.

If d = 0, then we recover the conventional FTS/(n)FxTS properties [5] (since D = {0} is singleton, the uniformity required
in Definition 1 can be omitted).

Definition 5. [16] The system (1) is said to possess the asymptotic gain (AG) property, if there exists γ ∈ K such that

lim
t→+∞

‖x(t, x0, d)‖ ≤ γ(‖d‖∞)

for all x0 ∈ Rn and d ∈ Lm∞.

Definition 6. [16] The system (1) is said to have the global stability (GS) property, if there exist σ1, σ2 ∈ K such that

‖x(t, x0, d)‖ ≤ max{σ1(‖x0‖), σ2(‖d‖∞)}

for all x0 ∈ Rn, d ∈ Lm∞ and t ≥ 0.

A system (1), with a locally Lipschitz continuous f , has AG and GS properties if and only if it is ISS [3].

Definition 7. A V ∈ C(Rn,R+), locally Lipschitz continuous on Rn \ {0}, is called ISS-LF for the system (1) if there exist
α1, α2 ∈ K∞ and η, % ∈ K such that for almost all x ∈ Rn and all d ∈ Rm:

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖),

V (x) ≥ %(‖d‖) =⇒ V̇ (x, d) ≤ −η(V (x)).

It is called FTS-ISS-LF, nFxT-ISS-LF or FxT-ISS-LF if η(s) = csa, η(s) = csb or η(s) = c1s
a + c2s

b, respectively, for
c, c1, c2 > 0, a ∈ [0, 1) and b > 1.

The relations between FTS-ISS-LF and FTS-ISS property have been investigated in [6] and [12], sufficient and necessary
parts, respectively.

Theorem 3. If there exists a (n)FxT-ISS-LF for the system (1), then it is (n)FxT-ISS with the AG γ = α−11 ◦ %. If additionally

(1) is complete (n)FxTS for d ≡ 0, then the escape-time function is continuous at infinity; while in FxTS case, the settling-time

function is continuous at the origin.

Proof. The proof of this theorem is rather standard and can be partly found in the existing literature [16], [6], [12]. For
completeness of the paper, consider the FxT-ISS case. If there exists a FxT-ISS-LF for (1), then

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖) ∀x ∈ Rn

for some α1, α2 ∈ K∞, and ‖x‖ ≥ %(‖d‖) implies that

DV (x)f(x, d) ≤ −c1V a(x)− c2V b(x), (3)
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where c1, c2 > 0, a ∈ [0, 1) and b > 1, hence, the system is ISS. Further, the following steps are performed below: 1) an
estimate is derived for the values of V sufficiently higher than the amplitude of d; 2) an estimate is obtained for small values
of V ; 3) these estimates are combined; 4) the continuity of the settling-time and the escape-time functions is discussed.

I Let us define the set Vd = {x : V (x) ≥ α2 ◦ %(‖d‖∞)}. We have α2(‖x‖) ≥ V (x) ≥ α2 ◦ %(‖d‖∞) for any x ∈ Vd,
which implies that ‖x‖ ≥ %(‖d‖) and by (3), Rn\Vd is an invariant and attractive set. Using the comparison lemma and direct
integration, it is straightforward to obtain a class-FxKL function β(r, t) such that

‖x(t, x0, d)‖ ≤ β(‖x0‖, t) while x(t, x0, d) ∈ Vd, (4)

where β(r, t) = 0 for all t ≥
∼
T β and all r ∈ R+, for some

∼
T β> 0.

II If x /∈ Vd then V (x) < α2 ◦ %(‖d‖∞) and therefore ‖x‖ ≤ ϑ(‖d‖∞), where ϑ = α−11 ◦ α2 ◦ %. In addition, Rn\Vd is
invariant so that

‖x(t, x0, d)‖ ≤ ϑ(‖d‖∞) while x(t, x0, d) /∈ Vd, (5)

III Combining (4) and (5) gives

‖x(t, x0, d)‖ ≤ β(‖x0‖, t) + ϑ(‖d‖∞) ∀t ≥ 0,

for any x0 ∈ Rn and d ∈ Lm∞, and FxT-ISS for (1) is obtained.
IV The continuity at the origin of the settling-time function follows the continuity of its upper estimate derived for LF: i.e.,

DV (x)f(x, 0) ≤ −c1V a(x) for almost all x ∈ Rn implies T (x0) ≤ V 1−a(x0)
(1−a)c1 for any initial condition x0 ∈ Rn, then T is

continuous at the origin (recall T (0) = 0) since V is continuous, V (0) = 0 and a ∈ [0, 1). In the complete (n)FxT-ISS case, for
any x0 ∈ Rn \{0} there is a solution of the system ẋ = −f(x, 0), and continuity of the escape-time function at infinity follows
the estimates for LF: −DV (x)f(x, 0) ≥ c2V

b(x) for almost all x ∈ Rn implies τ(x0) ≤ V 1−b(x0)
(b−1)c2 for any x0 ∈ Rn \ {0},

then τ(x0)→ 0 for |x0| → +∞ due to positive definiteness and radial unboundedness of V and since b > 1.

Remark 2. The stability properties with accelerated convergence were introduced iteratively over decades and, in some cases,
with perplexing names. To clarify their roles and relations, note that if for d ≡ 0 the system (1) is globally asymptotically
stable at the origin having unique solutions in forward time, then for any point x0 ∈ Rn there exists the trajectory passing by
it, and we can define the time of convergence from this initial condition x0 to the origin by T0(x0), and the time of arrival of
the respective trajectory to x0 from infinity by T∞(x0). The following table describes the relations between different properties
used in this work:

Stability for d = 0 T0(x0) T∞(x0) Stability for d ∈ Lm∞ Class of KL functions Examples for x, d ∈ R

uGAS infinite infinite ISS KL f(x, d) = −x+ d

uFTS finite infinite FTS-ISS FKL f(x, d) = − 3
√
x+ d

unFxTS infinite finite nFxTS-ISS nFxKL f(x, d) = −x3 + d

uFxTS finite finite FxTS-ISS FxKL f(x, d) = − 3
√
x− x3 + d

V. A UNIFORMLY GAS SYSTEM

The result given in this section will be used to make a bridge between u(n)FxTS and (n)FxT-ISS properties.
Further consider an auxiliary system:

ż(t) = f(z(t), γ−1 ◦ φ(‖z(t)‖)δ(t)), t ≥ 0, (6)

where z(t) ∈ Rn is the state as before, z0 = z(0) ∈ Rn, γ ∈ K∞ is the AG function given for (1) in Definition 5
(which exists assuming that (1) is ISS, and it can be always chosen from the class K∞, then the inverse is well-defined),
φ(s) = 0.5 min(s, β−1(0.25s, 0)) is a function from the class K∞ where β also comes from the ISS property definition, and
δ ∈ D is a uniformly bounded input. Obviously, the origin is an equilibrium of (6) since f(0, ·) = 0. We can always modify
the AG γ of (1) such that γ−1 ◦φ will be locally Lipschitz continuous away from zero. In the sequel this property is assumed
to hold. In addition, for any z0 ∈ Rn and δ ∈ D the corresponding solution z(t, z0, δ) of (6) is defined on some interval of
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time [0, T
max

z0 ) and it coincides with the solution x(t, z0, d) of (1) for d(t) = γ−1 ◦φ(‖z(t, z0, δ)‖)δ(t) on this interval of time.
Let us demonstrate a stronger relation between solutions of the systems (1) and (6) (as in [16] for the pure ISS case):

Proposition 1. The following relations are true:

i) If the system (1) is (n)FxT-ISS with the decay β ∈ FxKL (β ∈ nFxKL) and AG γ, then the system (6) is u(n)FxTS.

ii) If the system (6) is u(n)FxTS with the decay β ∈ FxKL (β ∈ nFxKL), then the system (1) is (n)FxT-ISS with the same

decay β and the AG β(φ−1 ◦ γ(·), 0).

Similar relations hold true for uFTS of (6) and FTS-ISS of (1) (the proof is the same as below).

Proof. i) If the system (1) is (n)FxT-ISS, then according to Definition 4 (by time invariance of the system we can replace in
that definition 0 by t0 and t by t− t0)

‖x(t)‖ = ‖x(t− t0, x(t0), d)‖ ≤ β(‖x(t0)‖, t− t0) + γ(‖d‖[t0,t)),

for all t ≥ t0, for some β ∈ FxKL (β ∈ nFxKL), γ ∈ K∞ and all x(t0) ∈ Rn, d ∈ Lm∞, t0 ≥ 0. Since substituting
d(t) = γ−1 ◦ φ(‖x(t)‖)δ(t) in the system (1) we get (6), for the latter with z(t) = z(t − t0, z(t0), δ) and any z(t0) ∈ Rn,
δ ∈ D we obtain:

‖z(t)‖ ≤ β(‖z(t0)‖, t− t0) + γ( sup
s∈[t0,t)

‖γ−1 ◦ φ(‖z(s)‖)δ(s)||)

≤ β(‖z(t0)‖, t− t0) + γ( sup
s∈[t0,t)

γ−1 ◦ φ(‖z(s)‖))

= β(‖z(t0)‖, t− t0) + φ( sup
s∈[t0,t)

‖z(s)‖)

for all t ∈ [t0, T
max

z(t0)
). Take t0 = 0, then from the last inequality and the definition of φ,

sup
s∈[0,t)

‖z(s)‖ ≤ sup
s∈[0,t)

{β(‖z0‖, s) + 0.5 sup
σ∈[0,s)

‖z(σ)‖}

≤ β(‖z0‖, 0) + 0.5 sup
s∈[0,t)

‖z(s)‖,

leading to
0.5 sup

s∈[0,t)
‖z(s, z0, δ)‖ ≤ β(‖z0‖, 0)

for any t ≥ 0, all z0 ∈ Rn and all δ ∈ D, which implies global uniform boundedness of the solutions of the system (6).
Therefore, T

max

z0 = +∞ for all z0 ∈ Rn and all δ ∈ D. Choosing t0 = t
2 and repeating the same manipulations we get:

sup
s∈[ t2 ,t)

‖z(s)‖ ≤ sup
s∈[ t2 ,t)

{β(‖z(0.5s)‖, 0.5s) + 0.5 sup
σ∈[ s2 ,s)

‖z(σ)‖}

≤ sup
s∈[ t2 ,t)

β(2β(‖z0‖, 0), 0.5s) + 0.5 sup
s∈[ t4 ,t)

‖z(s)‖,

which is true for any t ≥ 0, all z0 ∈ Rn and all δ ∈ D. Then, for t→ +∞ (i.e., considering the asymptotic behavior of (6))
it results in

lim
t→+∞

sup
s∈[ t2 ,t)

‖z(s)‖ ≤ 0.5 lim
t→+∞

sup
s∈[ t4 ,t)

‖z(s)‖

that can be satisfied for limt→+∞ ‖z(t)‖ = 0 only, and (6) is uGAS.

For β ∈ FxKL, denote by T ∈ K the settling time function satisfying β(s,T(s)) = 0 for any s ∈ R+. Note that locally,
for sufficiently small s ∈ [0, 1], the function β(s, t) can be upper bounded by β(T−1 ◦max{0, 2T(s) − t}, 0) (with a bigger
settling time), then we can always assume, with a slight ambiguity in the notation, that β is (locally) presented in a canonical
form β(s, t) = χ◦max{0,T(s)− t} for some χ ∈ K∞ (then χ(s) ≥ β(T−1(s), 0) and φ(s) = 0.5 min(s,T−1 ◦χ−1(0.25s))).
Denote by T ∈ K another time decay function satisfying 2β(s,T(s)) ≥ β(s, 0) (i.e., T(s) ≤ T(s) − χ−1 ◦ 1

2χ ◦ T(s)), then
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locally, for sufficiently small s ∈ [0, 1], there exists κ ∈ (0, 1) such that T(s) ≥ κT(s). Due to proven uGAS property, select
arbitrary t0 ∈ R+ and δ ∈ D, and a sufficiently small z(t0) ∈ Rn such that β, T and T verify the above restrictions, then

‖z(t)‖ ≤ sup
s∈[t0,t)

‖z(s)‖ ≤ 2β(‖z(t0)‖, 0) ≤ 4β(‖z(t0)‖,T(‖z(t0)‖))

for all t ∈ [t0, t0 + T(‖z(t0)‖)), and for t = t0 + T(‖z(t0)‖), by continuity:

‖z(t0 + T(‖z(t0)‖))‖ ≤ φ

(
sup

s∈[t0,t0+T(‖z(t0)‖))
‖z(s)‖

)
≤ T−1 ◦max{0,T(‖z(t0)‖)− T(‖z(t0)‖)}.

Define iteratively the series of time instants ti = ti−1 + T(‖z(ti−1)‖) for all i ≥ 1, then we get the estimate:

‖z(t0 +
∑
i≥0

T(‖z(ti)‖)‖ ≤ T−1 ◦max{0,T(‖z(t0)‖)−
∑
i≥0

T(‖z(ti)‖)}

≤ T−1 ◦max{0,T(‖z(t0)‖)− κ
∑
i≥0

T(‖z(ti)‖)},

and either κ
∑
i≥0 T(‖z(ti)‖) is equal or bigger than T(‖z(t0)‖) implying that ‖z(t0+T(‖z(t0)‖))‖ = 0 or

∑
i≥0 T(‖z(ti)‖) <

κ−1T(‖z(t0)‖) that due to the properties of T results in ‖z(t0 +
∑
i≥0 T(‖z(ti)‖)‖ = 0, which was necessary to show.

In order to substantiate the nearly fixed-time convergence, recall existence of the convergence time T ∈ K such that
β(s, T (ρ−1)) ≤ ρ for arbitrary ρ > 0 for any s ∈ R+. With this notation, any function β(s, t) from class nFxKL can be
upper bounded by 2β(s,0)

1+T −1(t)β(s,0) for s > 0 sufficiently big (with a bigger convergence time), then we can always assume,

with a slight ambiguity in the notation, that β is written in a canonical form β(s, t) = χ(s)
1+T −1(t)χ(s) for some χ ∈ K∞ and

the argument of s sufficiently big (then χ(s) ≥ β(s, 0) ≥ s and φ(s) = 0.5 min(s, χ−1(0.25s))). Denote by T : R+ → R+ an
auxiliary time decay function satisfying 2β(s,T(s)) ≥ β(s, 0) (i.e., T −1 ◦T(s) ≤ 1

χ(s) ). In such a case, a time of convergence

T : R+ → R+ can be defined from the interval
(

1
2χ
−1
(

1
1

χ(s)
+T −1◦T(s)

))−1
− 1

χ(s) ≤ T
−1 ◦ T (s) ≤ 2

χ−1(0.5χ(s)) −
1

χ(s)

and providing the property χ(s)
1+T −1◦T (s)χ(s) ≤

1
2χ
−1
(

χ(s)
1+T −1◦T(s)χ(s)

)
(T is a decreasing function). Select arbitrary t0 ∈ R+

and δ ∈ D, and z(t0) ∈ Rn with ‖z(t0)‖ ≥ ρ for a sufficiently big ρ > 0 such that β, T and T verify the above restrictions,
then

‖z(t)‖ ≤ sup
s∈[t0,t)

‖z(s)‖ ≤ 2β(‖z(t0)‖, 0) ≤ 4β(‖z(t0)‖,T(‖z(t0)‖))

for all t ∈ [t0, t0 + T (‖z(t0)‖)), and for t = t0 + T (‖z(t0)‖), by continuity:

‖z(t0 + T (‖z(t0)‖))‖ ≤ β(‖z(t0)‖,T (‖z(t0)‖)) + φ

(
sup

s∈[t0,t0+T (‖z(t0)‖))
‖z(s)‖

)

≤ 1

2
χ−1

(
χ(‖z(t0)‖)

1 + T −1 ◦ T(‖z(t0)‖)χ(‖z(t0)‖)

)
+

1

2
χ−1

(
χ(‖z(t0)‖)

1 + T −1 ◦ T(‖z(t0)‖)χ(‖z(t0)‖)

)
= χ−1

(
1

1
χ(‖z(t0)‖) + T −1 ◦ T(‖z(t0)‖)

)
.

Define iteratively the series of time instants ti = ti−1 + T (‖z(ti−1)‖) for all i ≥ 1, then we get the estimate:

‖z(t0 +
∑
i≥0

T (‖z(ti)‖))‖ ≤ χ−1
(

1
1

χ(‖z(t0)‖) +
∑
i≥0 T −1 ◦ T(‖z(ti)‖)

)
,

which implies uniform convergence since
∑
i≥0 T (‖z(ti)‖) and

∑
i≥0 T −1 ◦ T(‖z(ti)‖) stay bounded while ‖z(ti)‖ ≥ ρ,

which due to proven uGAS property implies unFxTS of (6).

ii) Conversely, let (6) be u(n)FxTS, then according to Definition 1:

‖z(t− t0, z(t0), δ)‖ ≤ β(‖z(t0)‖, t− t0), ∀t ≥ t0,
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for some β ∈ FxKL (β ∈ nFxKL) and all z(t0) ∈ Rn, δ ∈ D, t0 ≥ 0. Consider the system (1), take any x0 ∈ Rn and any
d ∈ Lm∞, assume that ‖d‖∞ ≤ γ−1 ◦ φ(‖x(t)‖) for t ∈ [0, t1) with some (possibly infinite) t1 ≥ 0, then there is δ ∈ D such
that d(t) = γ−1 ◦ φ(‖x(t)‖)δ(t) for all t ∈ [0, t1) and, hence, using the properties of (6) we obtain:

‖x(t, x0, d)‖ ≤ β(‖x0‖, t), ∀t ∈ [0, t1).

Next, assume that ‖d‖∞ > γ−1 ◦φ(‖x(t)‖) for t ∈ [t1, t2) with some t2 > t1 (obviously, always t1 + t2 > 0 for any x0 ∈ Rn

and d ∈ Lm∞), hence,
‖x(t, x0, d)‖ ≤ φ−1 ◦ γ(‖d‖∞), ∀t ∈ [t1, t2).

Finally, let again ‖d‖∞ ≤ γ−1 ◦ φ(‖x(t)‖) for t ∈ [t2, t3) with some t3 > t2, similarly

‖x(t, x0, d)‖ ≤ β(‖x(t2)‖, t− t2) ≤ β(φ−1 ◦ γ(‖d‖∞), 0), ∀t ∈ [t2, t3)

since in this case ‖x(t2)‖ = φ−1 ◦γ(‖d‖∞) by construction. Next, all these steps can be repeated iteratively if necessary (they
cover all possible scenarios), and it is clear that for all t ≥ 0

‖x(t, x0, d)‖ ≤ β(‖x0‖, t) + β(φ−1 ◦ γ(‖d‖∞), 0),

since by definition β(s, 0) ≥ s for all s ≥ 0, which implies (n)FxT-ISS property of (1).

VI. MAIN RESULTS

For a (n)FxT-ISS dynamical system (1), the result of Proposition 1 guarantees that (6) is u(n)FxTS, then the material of the
previous sections allows the complete robust accelerated stability notions to be introduced:

Definition 8. A (n)FxT-ISS system (1) is called complete if (6) is complete u(n)FxTS.

The main outcomes of our work are formulated in the theorems below.

Theorem 4. If the system (1) is complete nFxT-ISS with a locally Lipschitz continuous on Rn \ {0} escape-time function τ ,

then there exists a nFxT-ISS-LF.

Proof. Our objective is to construct a nFxT-ISS-LF for a complete nFxT-ISS system (1). In such a case, by Definition 8, the
auxiliary system (6) is complete unFxTS with a locally Lipschitz continuous on Rn \ {0} escape-time function τ , then by
Theorem 1 there is a unFxTS-LF V ∈ C(Rn,R+) for the system (6), locally Lipschitz continuous on Rn \ {0}: there exist
α1, α2 ∈ K∞, α > 1 and c > 0 such that for all z ∈ Rn and δ ∈ D:

α1(‖z‖) ≤ V (z) ≤ α2(‖z‖),

V̇ (z, γ−1 ◦ φ(‖z‖)δ) ≤ −cV α(z).

Returning to the system (1), we obtain:

‖x‖ ≥ φ−1 ◦ γ(‖d‖) =⇒ V̇ (x, d) ≤ −cV α(x),

hence, V is the required nFxT-ISS-LF.

Theorem 5. If the system (1) is complete FxT-ISS with a locally Lipschitz continuous on Rn \ {0} escape-time function τ and

settling-time function T , then there exists a FxT-ISS-LF.

Proof. The proof has four main steps. First, using converse arguments, a LF U(x) is constructed that shows local FTS (which
is locally equivalent to FxTS) of the unperturbed system (1). Second, it is shown that this LF U(x) is actually an FxT-ISS-LF
Lyapunov function if ‖x‖ < ρ, for any ρ > 0 (with the asymptotic gain dependent on ρ). Third, applying the substantiated
converse results for nFxT-ISS (which follows from FxT-ISS), another LF W (x) is designed for ‖x‖ ≥ δ for any δ ∈ (0, ρ).
Finally, a desired global FxT-ISS-LF is constructed by uniting U and W .
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I Since (1) is FxT-ISS, when d = 0 there exists some T (x) such that ‖x(t, x, 0)‖ = 0 for all t ≥ T (x), and T (x) ≤
Tmax < +∞, for any x ∈ Rn. If T (x) is a locally Lipschitz function, then for any ρ > 0 it is possible to define a function
U(x) := T (x)

1
1−a , with a ∈ [0, 1), satisfying α′1(‖x‖) ≤ U(x) ≤ α′2(‖x‖) for some α′1, α

′
2 ∈ K∞ and all x ∈ Ωρ = {x ∈

Rn : ‖x‖ < ρ}, being such that
DU(x)f(x, 0) ≤ −c1Ua(x) (7)

for some c1 > 0 and for almost all x ∈ Ωρ.

II Since T (x) is locally Lipschitz continuous away from the origin, U(x) has the same property and ‖DU(x)‖ ≤ κ+ψ(‖x‖)
for almost all x ∈ Ωρ, for some κ ∈ R+ and ψ ∈ K. By Assumption 1, ‖f(x, d) − f(x, 0)‖ ≤ L(‖x‖)‖d‖ for the given
L : R+ → R+. Thus, ∥∥DU(x)

(
f(x, d)− f(x, 0)

)∥∥ ≤ (κ+ ψ(‖x‖))L(‖x‖)‖d‖

for almost all x ∈ Ωρ and all d ∈ Rm. Let ρ > ‖x‖ ≥ ϕ−1ρ (‖d‖), where

ϕρ(‖x‖) :=
c1α
′
1(‖x‖)a

2(κ+ ψ(ρ)) sups∈[0,ρ] L(s)
(8)

is a function from class K∞, then ∥∥DU(x)
(
f(x, d)− f(x, 0)

)∥∥ ≤ c1
2 U

a(x)

and using the inequality (7) we have that
DU(x)f(x, d) ≤ − c12 U

a(x)

provided that ‖x‖ ≥ ϕ−1ρ (‖d‖) for almost all x ∈ Ωρ and all d ∈ Rm.

III Since complete FxT-ISS property implies complete nFxT-ISS one, and the local Lipschitz continuity on Rn \ {0} of
the respective escape-time function τ is assumed, by Theorem 4, there is a nFxT-ISS-LF W ∈ C(Rn, R+), locally Lipschitz
continuous on Rn \ {0}. Hence, for x /∈ Ωδ with any δ ∈ (0, ρ) and d ∈ Rm:

α1(‖x‖) ≤W (x) ≤ α2(‖x‖),

‖x‖ ≥ φ−1 ◦ γ(‖d‖) =⇒ Ẇ (x, d) ≤ −c′W b(x)

with α1, α2 ∈ K∞, b > 1 and c′ > 0.

IV Let us define the function
∼
V (x) := s(U(x))W (x) + (1− s(U(x)))U(x),

where s ∈ C(R+,R+) satisfies

s(r) =

1 if r ≥ α′2(ρ)

0 if r ≤ α′1(δ)

and ṡ(r) = ∂s(r)
∂r > 0 for all r ∈ (α′1(δ), α′2(ρ)). Assume that U(x) ≤ W (x) for all x ∈ {x ∈ Rn : α′1(δ) ≤ U(x) ≤ α′2(ρ)}

(both functions U(x) and W (x) are continuous, positive definite and radially unbounded, then we can adopt such a hypothesis
without being restrictive, since multiplying W (x) by a constant as in the proof of Theorem 1 we can always assure its
fulfillment), then we have that

∼̇
V (x, d) = sẆ (x, d) + (1− s)DU(x)f(x, d)

+ṡ(U(x))DU(x)f(x, d)(W (x)− U(x)),

and gathering all the previous estimates, we arrive to

‖x‖ ≥ χ(‖d‖)⇒
∼̇
V (x, d) ≤ −α4(‖x‖), (9)
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where χ(r) := max{φ−1 ◦ γ(r), ϕ−1ρ (r)} and α4 ∈ K∞ such that

α4(‖x‖) ≥

c′[
∼
V (x)]b, U(x) ≥ α′2(ρ)

c
2 [
∼
V (x)]a, U(x) ≤ α′1(δ)

.

Consequently,
∼
V is a FxT-ISS-LF for (1).

VII. CONCLUSION

Several converse Lyapunov theorems are formulated for uFTS, u(n)FxTS and (n)FxTS-ISS properties. The open research
directions include relaxation of restrictions given in Assumption 1, avoiding the Lipschitz continuity requirement for τ and T
introduced in theorems 4 and 5, investigations of integral ISS property with accelerated convergence rates, or extension of these
results to the systems with outputs (to the input-to-output stability concept; note that the necessary and sufficient conditions
for output finite-time stability can be found in [18]).
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