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Abstract

We consider an epidemiological model with the four classical compart-
ments of susceptible, exposed, infected and recovered population. We add
a new compartment that is supposed to describe, for a limited time, indi-
viduals that are protected from the epidemic through vaccination or med-
ication, for instance. We model the protection phase by an age-structured
partial differential equation. The age is the time since an individual en-
tered the protection phase. The model is then reduced by integration on
the characteristics to a differential-difference system with delay. The dis-
crete delay represents the limited duration of the protection phase. After
establishing the basic properties of the model, we show that the disease-
free equilibrium (DFE) is globally asymptotically stable when the basic
reproduction number is less than one and is unstable when this number is
greater than one. Furthermore, we show that even if there is no mortality
during the protection phase and the basic reproduction number is greater
than one, the endemic equilibrium is globally asymptotically stable. The
proofs of the global asymptotic stability of both equilibria are based on
carefully constructed Lyapunov functions. To complete this study on the
global dynamics, we discuss some results on weak and strong uniform per-
sistence of the disease. Finally, numerical simulations are performed to
illustrate and complete our main results.
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1 Introduction

Ordinary (ODE) and partial differential equations (PDE) have long played an
important role in understanding, modeling and forecasting the spread of epi-
demics, [18, 27, 32, 38]. Many studies have been conducted on the dynamics
of the SIR (S: susceptible, I: infected and R: recovered) and SEIR (E: exposed)
epidemic models (see, for example, [9, 13, 14, 29, 32] and the references cited
therein).

Sometimes simple ODE and PDE models cannot capture the rich variety
of dynamics observed during an epidemic. In many cases, differential equa-
tions or partial differential equations with or without time delays are used,
[25, 28]. The interpretation of time delays depends on the problem. It may
model the incubation period or exposure to the disease, the duration of in-
fection, the duration of immunity after infection or vaccination, etc (see, for
instance, [11, 12, 15, 19, 20, 23, 30, 31, 33, 37, 39]). In most of these works, nec-
essary and sometimes sufficient conditions for the global stability of disease-free
and endemic steady-states have been addressed and in some cases the existence
of possible periodic solutions has been obtained.

Recently in [1, 2, 3, 4, 5, 6, 7, 8], we have proposed and studied a new
class of models based on a combination of differential or partial differential and
difference equations with discrete and distributed delay. In [1, 3, 7, 8], we stud-
ied systems with and without spatial structure applied to blood cell regulation
and production in the bone marrow (hematopoiesis). We considered systems of
differential-difference equations with delay where the delay represents the du-
ration of the cell cycle. We studied the existence and stability of steady-states,
the existence of a Hopf bifurcation for the positive equilibrium, the existence
and non-existence of monotone traveling wave front solutions in the case of an
unbounded space, etc. In [2, 5], we applied these techniques to a generalization
of the Kermack-McKendrick SIR model where we also combined a differential
system (or PDE) with a difference equation with time delay. We focused on
epidemic models of susceptible, infected and recovered (SIR) individuals con-
sidering a time-limited phase of protection, e.g. by vaccination or drugs. In
these models, the delay represents the duration of the protection phase. We
studied the global asymptotic stability of the two steady-states: disease-free
and endemic. We designed quadratic and logarithmic Lyapunov functions to
establish this global stability. We proved that the global stability is completely
determined by the basic reproduction number. In [6], we studied the existence
and non-existence of non-trivial traveling wave solutions for a general class of
diffusive Kermack-McKendrick SIR epidemic models. We obtained almost com-
plete information on the threshold and minimum wave speed that describe the
transition between the existence and non-existence of such non-trivial traveling
waves that indicate whether the epidemic can propagate or not. In most of
the situations we encountered, we made a rather extensive study of the models.
However, a complete theory of coupled differential-difference systems remains
to be done. In this sense, an important effort has already been brought in
the Lyapunov-Krasovskii type functional approach for this type of systems (see
[10, 24, 34, 35] and references therein).

For many infections, there is an important latency period during which in-
dividuals have been infected but are not yet infectious themselves. During this
period, individuals are in a compartment called E (for exposed). In this pa-
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per, we consider a more general class of Kermack-McKendrick models than the
one studied in [2], by adding the E compartment. We then obtain a model
of susceptible, exposed, infected and recovered (SEIR) individuals with a time-
limited protection phase described by a deference equation. The main result of
this work is the global asymptotic stability of the two steady-states: disease-free
and endemic. The proof of the global stability is based on carefully constructed
Lyapunov functions.

The organization of the paper is as follows. We present the mathematical
model in Section 2. This model is based on a combination of differential and dif-
ference equations with delay. In this same section, we discuss results concerning
the existence, uniqueness, positivity and uniform boundedness of the solutions.
Section 3 is devoted to the basic reproduction number and the expression of
the endemic steady-state as a function of this number. In Section 4, we prove
the local and global asymptotic stability of the disease-free steady-state. For
the global stability, we use a Lyapunov functional. In Section 5, we deal with
the weak and strong uniform persistence of the disease. We also construct a
Lyapunov functional to show the global attractiveness of the endemic steady-
state. In Section 6, we illustrate and complete our results with a discussion and
numerical simulations.

2 Presentation of the model

In this work, we study a SEIR model with a protection phase. The model is
represented by a differential-difference system with delay. More precisely, the
population is divided into five compartments of individuals: the susceptible S(t),
the infected I(t), the exposed E(t), the recovered R(t) and the protected indi-
viduals P (t) (see Figure 1). We structure the protected individuals according
to the time a since they entered this compartment, and we denote their density
by p(t, a), with a ∈ (0, τ) (see [2, 5] for more details). Then, we have, for t > 0,

P (t) =

∫ τ

0

p(t, a)da.

The model is given, for t > 0, by

S′(t) = Λ− (h+ aS)S(t)− βS(t)I(t) + (1− α)e−apτu(t− τ),

E′(t) = βS(t)I(t)− (µ+ aE)E(t),

I ′(t) = µE(t)− (r + aI)I(t),

R′(t) = rI(t)− aRR(t),

u(t) = hS(t) + αe−apτu(t− τ),

(1)

where u(t) = p(t, 0), t > 0, represents the new protected individuals. We note

φ(t) := e−aptp(0,−t), −τ ≤ t ≤ 0.

Hence,

p(t, τ) = e−apτ

{
u(t− τ), t > τ,

φ(t− τ), 0 ≤ t ≤ τ.
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Figure 1: Schematic illustration of the model.

We obtain

P (t) =

∫ τ

0

e−apap(t− a, 0)da =

∫ τ

0

e−apau(t− a)da, t > 0.

By derivating P , we obtain, for t > 0,

P ′(t) = −apP (t) + u(t)− e−apτu(t− τ).

This system is completed by the following initiates conditions,

S(0) = S0, E(0) = E0, I(0) = I0, R(0) = R0 and u(θ) = φ(θ), for −τ ≤ θ ≤ 0,
(2)

with φ a continuous function on the interval [−τ, 0]. All parameters are positive
and their interpretation is as follows. Λ represents births and immigration, h
is the protection rate, aS , ap, aE , aI , and aR are the mortality rates, β is the
contact rate, µ is the infection rate, r is the recovery rate, τ is the temporary
protection period, and α ∈ (0, 1) is the fraction of individuals who, at the end of
the previous period of protection, enter a new phase of protection, for example,
through a vaccine booster or a renewal of treatment (see, [2, 5, 6]).

Remark 1. In the case α = 0, which means that no individual re-enters the
protection phase (no individual updates its vaccine). Then, the system becomes
a classical delayed differential equation. Indeed, we obtain u(t) = hS(t). Then,
S satisfies

S′(t) = Λ− (h+ aS)S(t)− βS(t)I(t) + he−apτS(t− τ).
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The total population N = S + E + I +R+ P , satisfies, for t > 0,

N ′(t) ≤ Λ− %N(t), where % := min{aS , aE , aI , aR, ap} > 0.

We obtain

lim sup
t 7→+∞

N(t) ≤ Λ

%
.

This means that each component is uniformly bounded.
We can show the existence, uniqueness and positivity of the solutions of

System (1)-(2) by the method of steps. More precisely, we have the following
theorem which is easy to prove and its proof is omitted.

Theorem 2.1. Assume that the initial condition (2) satisfies the compatibility
condition

φ(0) = hS0 + αe−apτφ(−τ),

with φ continuous on the interval [−τ, 0]. Then, the system (1)-(2) admits a
unique solution (S,E, I,R, u), where (S,E, I,R) has a continuous first deriva-
tive for all t > 0 and the function u is continuous for all t ≥ −τ . Moreover, all
solutions with nonnegative initial conditions are nonnegative.

Proof. The existence, uniqueness and regularity of the solution can be proved
by steps in the intervals [(k−1)τ, kτ ], k = 1, 2, . . . . Now assume that the initial
condition (2) is nonnegative and prove that the solution of the system (1) is
nonnegative. It is clear that for all t ∈ [0, τ ], u(t − τ) = φ(t − τ) ≥ 0. If
S(0) = 0, then S′(0) = Λ + (1 − α)e−apτφ(−τ) > 0. In any case, there exists
t0 ∈ (0, τ) such that S(t) > 0 for t ∈ (0, t0). Suppose by contradiction that
there exists t1 ∈ [t0, τ ] such that S(t1) = 0. We choose t1 as the first point
such that S(t1) = 0. Then, we obtain S′(t1) = Λ + (1 − α)e−apτφ(t1 − τ) > 0
and this is clearly absurd. We proved that S(t) is nonnegative on the interval
[0, τ ]. By steps, we can extend this reasoning to the whole interval [0,+∞). The
functions S(t) and u(t) being positive, we can consider the system in (E, I,R) as
an ordinary linear differential equation with time varying coefficients. Therefore,
if the initial condition is nonnegative, the solution is also nonnegative.

3 Steady-states and basic reproduction number

In this section, we establish the existence of steady-states and derive the basic re-
production number associated with the system (1). An equilibrium (S,E, I,R, u)
of the system (1) satisfies

Λ− (h+ aS)S − βSI + (1− α)e−apτu = 0,

βSI − (µ+ aE)E = 0,

µE − rI − aII = 0,

rI − aRR = 0,

u = hS + αe−apτu.

(3)

From the third and fourth equations of (3), we have

E =
r + aI
µ

I and R =
r

aR
I. (4)
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Moreover, the last equation of (3) gives

u =
h

1− αe−apτ
S. (5)

By replacing (4) in the second equation of (3), we obtain

βSI − (µ+ aE)(r + aI)
I

µ
= 0.

This implies that

I = 0 or S =
(µ+ aE)(r + aI)

βµ
.

If I = 0, then E = R = 0 and the first equation of (3) gives

Λ− (h+ aS)S + (1− α)e−apτ
h

1− αe−apτ
S = 0.

Then, we obtain

S = S0 :=
Λ(1− αe−apτ )

(h+ aS)(1− αe−apτ )− h(1− α)e−apτ
=

Λ

aS + h 1−e−apτ
1−αe−apτ

, (6)

and

u0 =
h

1− αe−apτ
S0.

This means that (S0, 0, 0, 0, u0) is always an equilibrium of the system (1). This
is the disease-free equilibrium of the system (1).

Now, we assume that I > 0. Then,

S =
(µ+ aE)(r + aI)

βµ
and I =

Λ− (h+ aS)S + (1− α)e−apτ h
1−αe−apτ S

βS
.

(7)
I exists if and only if

Λ−
[

(h+ aS)(1− αe−apτ )− (1− α)e−apτh

1− αe−apτ

]
S > 0.

The above inequality is equivalent to

Λ(1− αe−apτ )βµ

[aS(1− αe−apτ ) + h(1− e−apτ )] (µ+ aE)(r + aI)
> 1.

Therefore, we obtain a threshold R0 > 1 for the existence of a unique endemic
equilibrium given by (S,E, I,R, u) = (S∗, E∗, I∗, R∗, u∗), satisfying (4), (5),
and (7). This threshold is given by

R0 :=
Λ(1− αe−apτ )βµ

[aS(1− αe−apτ ) + h(1− e−apτ )] (µ+ aE)(r + aI)
,

=
Λβµ[

aS + h 1−e−apτ
1−αe−apτ

]
(µ+ aE)(r + aI)

,

=
βµ

(µ+ aE)(r + aI)
S0,

(8)
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where S0 is given by (6). We defined the basic reproduction numberR0 associate
to the differential-difference system (1) as the threshold R0 > 1 that allows
the existence of the endemic equilibrium. In fact, we have simply proved the
following theorem.

Theorem 3.1. 1. The disease-free equilibrium (S0, 0, 0, 0, u0) of System (1)
always exists and it is defined by

S0 =
Λ

aS + h 1−e−apτ
1−αe−apτ

and u0 =
h

1− αe−apτ
S0.

2. The endemic equilibrium of System (1) exists if and only if R0 > 1, where
R0 is given by (8), and this endemic equilibrium is defined by

S∗ =
(µ+ aE)(r + aI)

βµ
,

E∗ =
r + aI
µ

I∗,

I∗ =
Λ− (h+ aS)S∗ + h (1−α)e−apτ

1−αe−apτ S
∗

βS∗
=

1

β

[
Λ

S∗
−
(
aS + h

1− e−apτ

1− αe−apτ

)]
,

R∗ =
r

aR
I∗,

u∗ =
h

1− αe−apτ
S∗.

In the rest of this paper, we will prove the well-known property associated
with R0 as a threshold, which says that epidemic can invade if R0 > 1, whereas
it cannot if R0 < 1.

4 Local and global asymptotic stability of the
disease-free equilibrium

4.1 Local asymptotic stability of the disease-free equilib-
rium

We deal with the local asymptotic stability of (S0, 0, 0, 0, u0). In the case R0 <
1, (S0, 0, 0, 0, u0) is the only equilibrium. We notice that in the system (1),
S, E, I and u are independent of R. So, in the following we can neglect the
component R, and consider the system

S′(t) = Λ− (h+ aS)S(t)− βS(t)I(t) + (1− α)e−apτu(t− τ),

E′(t) = βS(t)I(t)− (µ+ aE)E(t),

I ′(t) = µE(t)− (r + aI)I(t),

u(t) = hS(t) + αe−apτu(t− τ).

(9)

As in [7], we linearize the differential-difference system (9) and derive the charac-
teristic equation. The linearized system of (9) about any equilibrium (S,E, I, u)
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is given by

S′(t) = −(h+ aS)S(t)− βSI(t)− βIS(t) + (1− α)e−apτu(t− τ),

E′(t) = βSI(t) + βIS(t)− (µ+ aE)E(t),

I ′(t) = µE(t)− (r + aI)I(t),

u(t) = hS(t) + αe−apτu(t− τ).

We consider the functions S, E, I and u, given by

S(t) = c1e
λt, E(t) = c2e

λt, I(t) = c3e
λt and u(t) = c4e

λt, λ ∈ C, ci ∈ R∗+.

Then, we obtain the following system
λ+ h+ aS + βI 0 βS −(1− α)e−apτe−λτ

−βI λ+ µ+ aE −βS 0
0 −µ λ+ r + aI 0
−h 0 0 1− αe−apτe−λτ



c1
c2
c3
c4

 =


0
0
0
0

 .

The characteristic equation is given by

detAτλ = 0,

with

Aτλ =


λ+ h+ aS + βI 0 βS −(1− α)e−apτe−λτ

−βI λ+ µ+ aE −βS 0
0 −µ λ+ r + aI 0
−h 0 0 1− αe−apτe−λτ

 .

For the disease-free equilibrium (S0, 0, 0, u0), the characteristic equation be-
comes

∆0(λ) =
[
−h(1− α)e−apτ−λτ + (λ+ h+ aS)(1− αe−apτ−λτ )

]
×
[(
λ+ µ+ aE)(λ+ r + aI)− βµS0

)]
= 0.

(10)
We obtain the following theorem.

Proposition 1. (i) Assume that R0 > 1. Then, there exists a positive real
root of (10) and the disease-free steady-state (S0, 0, 0, u0) is unstable.

(ii) Assume that R0 < 1. Then, all the roots of the characteristic equation
(10) have negative real parts, and the disease-free steady-state (S0, 0, 0, u0)
is locally asymptotically stable.

Proof. From the characteristic equation (10), we have either

−h(1− α)e−apτ−λτ + (λ+ h+ aS)(1− αe−apτ−λτ ) = 0, (11)

or
(λ+ µ+ aE)(λ+ r + aI)− βµS0 = 0. (12)

We suppose that λ = ξ + iω, with ξ ≥ 0, is a root of Equation (11). Then, we
have

e−(λ+ap)τ =
λ+ h+ aS
αλ+ h+ αaS

.
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This means that ∣∣∣∣ λ+ h+ aS
αλ+ h+ αaS

∣∣∣∣2 < 1.

By developing the modulus, we obtain

(1− α2)ω2 + (1− α)(ξ + aS)[(1 + α)(ξ + aS) + 2h] < 0.

Since α ∈ (0, 1), we obtain a contradiction. Then, no root with positive real
part satisfies Equation (11). Therefore, the local stability of (S0, 0, 0, u0) is
determined by the sign of the real part of λ ∈ C satisfying (12). This equation
is equivalent to

λ2 + (µ+ aE + r + aI)λ+ (µ+ aE)(r + aI)− βµS0 = 0.

We have µ+ aE + r + aI > 0 and

(µ+ aE)(r + aI)− βµS0 = (µ+ aE)(r + aI)(1−R0).

Then, according to the criterion of Routh-Hurwitz, the disease-free equilibrium
(S0, 0, 0, u0) is locally asymptotically stable if R0 < 1 and unstable if R0 >
1.

4.2 Global asymptotic stability of the disease-free equilib-
rium

To prove the global asymptotic stability of the disease-free equilibrium (S0, 0, 0, 0, u0),
we construct a Lyapunov functional. This is stated in the following theorem.

Theorem 4.1. Assume that R0 < 1. Then, the disease-free equilibrium (S0, 0, 0, 0, u0)
of the system (1) is globally asymptotically stable.

Proof. Let (S0, 0, 0, 0, u0) be the disease-free equilibrium. By putting, for t ≥ 0,

S̃(t) = S(t)− S0 and ũt = ut − u0,

where the notation ut, t ≥ 0, means the function ut : θ ∈ [−τ, 0] 7→ ut(θ) :=
u(t+ θ), the system (1) becomes

S̃′(t) = −(h+ aS)S̃(t)− βS̃(t)I(t)− βS0I(t) + (1− α)e−apτ ũ(t− τ),

E′(t) = βS̃(t)I(t) + βS0I(t)− (µ+ aE)E(t),
I ′(t) = µE(t)− (r + aI)I(t),
R′(t) = rI(t)− aRR(t),

ũ(t) = hS̃(t) + αe−apτ ũ(t− τ).
(13)

We construct the following Lyapunov functional, t ≥ 0,

V : R× R3
+ × C([−τ, 0],R) → R+

(S̃(t), E(t), I(t), R(t), ũt) 7→ Ṽ (t) := V (S̃(t), E(t), I(t), R(t), ũt),
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defined by

Ṽ (t) = 2
(h+ aS)− hαe−2apτ − aSα2e−2apτ

(e−apτ (1− α))2
S̃2(t) +

∫ 0

−τ ũ
2
t (s)ds

+2
(h+ aS)− hαe−2apτ − aSα2e−2apτ

(e−apτ (1− α))2
S0

[
E(t) +

µ+ aE
µ

(I + ηR(t))

]
,

where η is a constant satisfying

0 < η <
µβ(1−R0)

r(µ+ aE)
.

We set

ε1 := 2
(h+ aS)− hαe−2apτ − aSα2e−2apτ

(e−apτ (1− α))2
> 0. (14)

We compute the derivative of V along the solution trajectory. We get, for t ≥ 0,

Ṽ ′(t) = ε1S̃(t)S̃′(t) + ũ2(t)− ũ2(t− τ)

+ε1S
0

(
E′(t) +

µ+ aE
µ

I ′(t) +
µ+ aE
µ

ηR′(t)

)
,

= ε1S̃(t)
[
−(h+ aS)S̃(t) + (1− α)e−apτ ũ(t− τ)

]
+ ũ2(t)− ũ2(t− τ)

−ε1βS̃2(t)I(t)− ε1βS̃(t)I(t)S0 + ε1βS
0S̃(t)I(t) + ε1S

0βS0I(t)

−ε1S0(µ+ aE)E(t) + ε1S
0(µ+ aE)E(t)− ε1S0µ+ aE

µ
(r + aI)I(t)

+ε1S
0µ+ aE

µ
rηI(t)− ε1S0µ+ aE

µ
ηaRR(t).

Then, we have

Ṽ ′(t) = −ε1(h+ aS)S̃2(t) + ε1(1− α)e−apτ ũ(t− τ)S̃(t) + h2S̃2(t)

+(αe−apτ )2ũ2(t− τ) + 2hαe−apτ S̃(t)ũ(t− τ)− ũ2(t− τ)

−ε1βS̃2(t)I(t) + ε1S
0βS0I(t)− ε1S0µ+ aE

µ
(r + aI)I(t)

+ε1S
0µ+ aE

µ
rηI(t)− ε1S0 (µ+ aE)

µ
ηaRR(t).

Therefore, we get

Ṽ ′(t) =
[
−ε1(h+ aS) + h2

]
S̃2(t) +

[
ε1e
−apτ (1− α) + 2hαe−apτ

]
ũ(t− τ)S̃(t)

+ũ2(t− τ)
[
(αe−apτ )2 − 1

]
−ε1βS̃2(t)I(t) + ε1βS

0I(t)
(µ+ aE)(r + aI)

µβ

(
R0 − 1 +

µ+ aE
µβ

rη

)
−ε1S0 (µ+ aE)

µ
ηaRR(t).

We denote

A := ε1(h+ aS)− h2,

B := ε1e
−apτ (1− α) + 2hαe−apτ ,

C := −(αe−apτ )2 + 1 > 0.
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We claim that A > 0. In fact,

A = 2
(h+ aS)2 − αe−2apτ (h+ αaS)(h+ aS)− h2(e−apτ (1− α))2

(e−apτ (1− α))2
.

Then, we claim that (h+aS)2−αe−2apτ (h+αaS)(h+aS)−h2(e−apτ (1−α))2 > 0.
Indeed,

(h+ aS)2 − αe−2apτ (h+ αaS)(h+ aS)− h2(e−apτ (1− α))2

= h2 + a2
S + 2haS − αe−2apτ (h2 + haS + αhaS + αa2

S)− h2(e−apτ (1− α))2,

= a2
S(1− α2e−2apτ ) + 2haS − haSαe−2apτ − α2haSe

−2apτ

+h2(1− αe−2apτ − e−2apτ − α2e−2apτ + 2αe−2apτ ),

= a2
S(1− α2e−2apτ ) + haS(2− αe−2apτ − α2e−2apτ )

+h2(1− e−2apτ − α2e−2apτ + αe−2apτ ).

Since 0 < α < 1, then

a2
S(1− α2e−2apτ ) + haS(2− αe−2apτ − α2e−2apτ )

+h2(1− e−2apτ − α2e−2apτ + αe−2apτ ) > 0.

Using the notations above, we obtain

Ṽ ′(t) = −AS̃2(t) +BS̃(t)ũ(t− τ)− Cũ2(t− τ)− ε1βS̃2(t)I(t),

+ε1βS
0I(t)

(µ+ aE)(r + aI)

µβ

(
R0 − 1 +

µ+ aE
µβ

rη

)
−ε1S0µ+ aE

µ
ηaRR(t),

≤ −AS̃2(t) +BS̃(t)ũ(t− τ)− Cũ2(t− τ),

+ε1βS
0I(t)

(µ+ aE)(r + aI)

µβ

(
R0 − 1 +

µ+ aE
µβ

rη

)
−ε1S0µ+ aE

µ
ηaRR(t).

This leads to the following inequality

Ṽ ′(t) ≤ −C

[(
ũ(t− τ)− B

2C
S̃(t)

)2

+
4AC −B2

4C2
S̃2(t)

]

+ε1βS
0I(t)

(µ+ aE)(r + aI)

µβ

(
R0 − 1 +

µ+ aE
µβ

rη

)
−ε1S0µ+ aE

µ
ηaRR(t). (15)

The next step is to analyze the sign of −AS̃2 + BS̃ũ(t − τ) − Cũ2(t − τ). We
compute the discriminant

∆(ε1) = B2 − 4AC,

= (ε1e
−apτ (1− α) + 2hαe−apτ )2 − 4(−ε1(h+ aS) + h2)(α2e−2apτ − 1).
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Next, we compute ∆(ε1) and obtain

∆(ε1) = ε21e
−2apτ (1− α)2 + 4h2α2e−2apτ − (−4ε1(h+ aS) + 4h2)(α2e−2apτ − 1)

+4ε1e
−2apτ (1− α)hα,

= ε21e
−2apτ (1− α)2 + 4

[
(1− α)hαe−2apτ + (α2e−2apτ − 1)(h+ aS)

]
ε1

−4h2(α2e−2apτ − 1) + 4h2α2e−2apτ ,

= ε21e
−2apτ (1− α)2 + 4

[
hαe−2apτ + aSα

2e−2apτ − (h+ aS)
]
ε1 + 4h2.

The quantity ε1 defined by (14) is the value that minimize the function ∆. In
another side, the discriminant of ∆ given above by a second degree polynomial
function is calculated as follow

∆Θ = 16
[
(h(αe−2apτ − 1) + aS((αe−apτ )2 − 1))2 − h2(e−apτ (1− α))2

]
,

= 16
[
h(αe−2apτ − 1) + aS((αe−apτ )2 − 1) + h(e−apτ (1− α))

]
×
[
h(αe−2apτ − 1) + aS((αe−apτ )2 − 1)− h(e−apτ (1− α))

]
.

Obviously, we have

h(αe−2apτ − 1) + aS((αe−apτ )2 − 1)− h(e−apτ (1− α)) < 0.

Moreover, we get

h(αe−2apτ − 1) + aS((αe−apτ )2 − 1) + h(e−apτ (1− α))

= hαe−2apτ − h+ aS((αe−apτ )2 − 1) + he−apτ − αhe−apτ ,
= h(e−apτ − 1) + αhe−apτ (e−apτ − 1) + +aS((αe−apτ )2 − 1) < 0.

Hence, the positivity of ∆Θ implies directly that, for ε1 given by (14), we have
∆(ε1) < 0. We know that C > 0. So, (15) is equivalent to

Ṽ ′(t) ≤ B2 − 4AC

4C
S̃2(t) + ε1βS

0I(t)
(µ+ aE)(r + aI)

µβ

(
R0 − 1 +

µ+ aE
µβ

rη

)
−ε1S0 (µ+ aE)

µ
ηaRR(t) =: −γ1S̃

2(t)− γ2I(t)− γ3R(t), (16)

with

γ1 :=
−B2 + 4AC

4C
> 0,

γ2 := ε1βS
0 (µ+ aE)(r + aI)

µβ

(
−R0 + 1− µ+ aE

µβ
rη

)
> 0,

γ3 := ε1S
0 (µ+ aE)

µ
ηaR > 0.

As a first consequence, we can say that the function Ṽ is non-increasing and

Ṽ (t) := V (S̃(t), E(t), I(t), R(t), ũt)→t→+∞ inf
s≥0

[V (S̃(s), E(s), I(s), R(s), ũs] := V ∗ ≥ 0.

In addition, by integrating (16), we obtain

γ1

∫ t

0

S̃2(s)ds+ γ2

∫ t

0

I(s)ds+ γ3

∫ t

0

R(s)ds

≤ V (S̃(0), E(0), I(0), R(0), ũ0)− V (S̃(t), E(t), I(t), R(t), ũt). (17)
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By monotonicity, the limits of the expressions in the inequality (17) exist when
t tends to +∞. We then obtain

lim
t→+∞

∫ t

0

S̃2(s)ds+ lim
t→+∞

∫ t

0

I(s)ds+ lim
t→+∞

∫ t

0

R(s)ds

≤ 1

min{γ1, γ2, γ3}

[
V (S̃(0), E(0), I(0), R(0), ũ0)− V ∗

]
.

We can see directly from the system (13), that the functions S̃′(t), I ′(t) and R′(t)
are uniformly bounded. Then, S̃(t), I(t) and R(t) are uniformly continuous.
We conclude by applying the lemma of Barbalat [26], to the function t 7→∫ t

0
S̃2(s)ds+

∫ t
0
I(s)ds+

∫ t
0
R(s)ds, that

lim
t→+∞

S̃2(t) + I(t) +R(t) = 0.

As a consequence,

lim
t→+∞

S̃(t) = 0, lim
t→+∞

I(t) = 0 and lim
t→+∞

R(t) = 0.

Since lim
t→+∞

S̃(t) = 0, then from Lemma 3.5 of [16], we get that

lim
t→+∞

ũ(t) = 0.

So, the expression of the function V implies that

lim
t→+∞

E(t) = V ∗. (18)

We claim that V ∗ = 0. In fact, the function I is bounded and differentiable.
Then, the fluctuations lemma, see Lemma A.14 of [36], ensures the existence of
a sequence tn → +∞ such that

lim
t→+∞

I ′(tn) = 0.

Then, the third equation of the system (13) implies that

lim
t→+∞

E(tn) = 0.

Therefore, we get that V ∗ = 0. From (18), we deduce that

lim
t→+∞

E(t) = 0.

The global asymptotic stability of the disease-free equilibrium is ensured.

5 Persistence and global attractivity of the en-
demic equilibrium

In this section, we want to examine the long-term behavior of the system in the
case where R0 > 1. More precisely, we want to know if the infection persists or
not. We start by proving the weak persistence of the disease.
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Lemma 5.1. Assume that R0 > 1. Then, there exists a constant ε > 0 such
that, for any initial condition (S0, E0, I0, R0, φ) ∈ R+ × (R2

+ \ {0, 0}) × R+ ×
C([−τ, 0],R+), we have

lim sup
t→+∞

I(t) > ε.

Proof. We suppose by contradiction that lim supt→+∞ I(t) ≤ ε, for any small
ε > 0. Then, there exists a sufficiently large tε > 0 such that I(t) ≤ ε, for all
t ≥ tε. Hence, we get for all t ≥ tε,

S′(t) ≥ Λ− µS(t)− βεS(t) + (1− α)e−apτu(t− τ).

We put lim inft→+∞ S(t) = S∞ and lim inft→+∞ u(t) = u∞. Then, there exists
a sequence tm tending to infinity as m tends to infinity, such that S(tm)→ S∞
and S′(tm)→ 0. This yields to

0 ≥ Λ− (h+ aS)S∞ − βS∞ε+ (1− α)e−apτu∞.

We also obtain

u∞ ≥
hS∞

1− αe−apτ
.

Then, we have

S∞ ≥
Λ

aS + h 1−e−apτ
1−αe−apτ + βε

.

By using the fact that R0 > 1, we can consider ε and λ > 0 sufficiently smalls
such that

Rε,λ0 :=
βµ

(λ+ µ+ aE)(λ+ r + aI)
S0
ε > 1,

where

S0
ε :=

Λ

aS + h 1−e−apτ
1−αe−apτ + βε

.

Multiplying the equation of I(t) in (1) by e−λt and integrating from tε to +∞,
we obtain

−e−λtεI(tε) > µ

∫ +∞

tε

e−νtE(t)dt− (λ+ r + aI)

∫ +∞

tε

e−νtI(t)dt.

We also obtain

0 > −e−λtεE(tε) > βS0
ε

∫ +∞

tε

e−νtI(t)dt− (λ+ µ+ aE)

∫ +∞

tε

e−νtE(t)dt.

Therefore, using the fact that Rε,λ0 > 1, we arrive to

0 > −e−λtεI(tε),

>
1

(λ+ µ+ aE)

[
βµS0

ε − (λ+ µ+ aE)(λ+ r + aI)
] ∫ +∞

tε

e−νtI(t)dt > 0.

This leads to a contradiction. Then, we get the weak uniform persistence.

Using an idea similar to the one in the article [22], we can prove the strong
persistence of the disease. This is done in the following theorem.
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Theorem 5.2. Assume that R0 > 1. Then, there exists a constant ε1 > 0 such
that

lim inf
t→+∞

I(t) > ε1

for any initial condition (S0, E0, I0, R0, φ) ∈ R+×(R2
+\{0, 0})×R+×C([−τ, 0],R+).

Proof. The proof follows the same ideas as those corresponding to the similar
result in [2] and is omitted.

Next, we study the global stability of the endemic equilibrium (S∗, E∗, I∗, R∗, u∗)
of System (1). The strategy to prove the global asymptotic stability of the en-
demic equilibrium (S∗, E∗, I∗, R∗, u∗) of the system (1), consists in constructing
a well adapted Lyapunov functional.

Theorem 5.3. Assume that R0 > 1 and ap = 0. Then, the endemic equilibrium
(S∗, E∗, I∗, R∗, u∗) of the system (1) is globally attractive.

Proof. Since S, E, I and u are independent on R, we can omit the equation of
R. Assume that R0 > 1. Then, the endemic equilibrium (S∗, E∗, I∗, u∗) exists.
We construct the following Lyapunov functional

W : R3
+ × C([−τ, 0],R+) → R+

(S(t), E(t), I(t), ut) → W̃ (t) := W (S(t), E(t), I(t), ut),

defined, for t ≥ 0, by

W̃ (t) := W1(t) +W2(t),

W1(t) := S∗g

(
S(t)

S∗

)
+ E∗g

(
E(t)

E∗

)
+
βS∗(I∗)2

µE∗
g

(
I(t)

I∗

)
,

W2(t) := κ

∫ 0

−τ
u∗g

(
ut(s)

u∗

)
ds,

where g(x) := x − 1 − lnx, x > 0 and κ is a positive constant to be defined
below. The differentiation of W1 along the solution trajectory is

W ′1(t) =

(
1− S∗

S

)[
Λ− aSS − βSI − u(t) + e−apτu(t− τ)

]
+

(
1− E∗

E

)
[βSI − (µ+ aE)E] +

βS∗I∗

µE∗

(
1− I∗

I

)
[µE − (r + aI)I] .

That is,

W ′1(t) =

(
1− S∗

S

){
aS(S∗ − S) + βS∗I∗ − βSI + u∗ − u(t) + e−apτ [u(t− τ)− u∗]

}
+

(
1− E∗

E

)
βSI +

(
1− E

E∗

)
(µ+ aE)E∗

+
βS∗I∗

µE∗

[(
1− I∗

I

)
µE +

(
1− I

I∗

)
(r + aI)I

∗
]
.
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Then, we obtain

W ′1(t) =− aS(S − S∗)
S

2

+

(
1− S∗

S
− SI

S∗I∗
+

I

I∗

)
βS∗I∗

+

(
1− S∗

S

){
u∗ − u(t) + e−apτ [u(t− τ)− u∗]

}
+

(
1− E∗

E

)
βSI +

(
1− E

E∗

)
βS∗I∗

+
βS∗I∗

µE∗

[(
1− I∗

I

)
µE +

(
1− I

I∗

)
µE∗

]
.

This means that

W ′1(t) =− aS(S − S∗)
S

2

+

(
3− S∗

S
− SIE∗

S∗I∗E
− EI∗

E∗I

)
βS∗I∗

+

(
1− S∗

S

){
u∗ − u(t) + e−apτ [u(t− τ)− u∗]

}
,

=− aS(S − S∗)
S

2

−
[
g

(
S∗

S

)
+ g

(
SIE∗

S∗I∗E

)
+ g

(
EI∗

E∗I

)]
βS∗I∗

+

(
1− S∗

S

){
u∗ − u(t) + e−apτ [u(t− τ)− u∗]

}
.

Let ût := ut − u∗, t ≥ 0. We then have(
1− S∗

S

){
u∗ − u(t) + e−apτ [u(t− τ)− u∗]

}
=

(
1− u∗ − αe−apτu∗

u(t)− αe−apτu(t− τ)

)[
−û(t) + e−apτ û(t− τ)

]
,

=
û(t)− αe−apτ û(t− τ)

u(t)− αe−apτu(t− τ)

[
−û(t) + e−apτ û(t− τ)

]
,

=
û(t)− αδû(t− τ)

u(t)− αδu(t− τ)
[−û(t) + δû(t− τ)] ,

where δ := e−apτ ≤ 1. On the other hand, we have

W ′2(t) = κ

[
u∗g

(
u(t)

u∗

)
− u∗g

(
u(t− τ)

u∗

)]
,

= κ

[
u(t)− u∗ − u∗ ln

u(t)

u∗
− u(t− τ) + u∗ + u∗ ln

u(t− τ)

u∗

]
,

= κ

[
û(t)− û(t− τ) + u∗ ln

u(t− τ)

u(t)

]
,

= κ

[
û(t)− û(t− τ) + u∗

u(t− τ)

u(t)
− u∗ − u∗g

(
u(t− τ)

u(t)

)]
,

= κ

(
1− u∗

u(t)

)
[û(t)− û(t− τ)]− κu∗g

(
u(t− τ)

u(t)

)
,

= κ
û(t)

u(t)
[û(t)− û(t− τ)]− κu∗g

(
u(t− τ)

u(t)

)
.
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Hence, the derivative of W̃ is given, for t > 0, by

W̃ ′(t) = W ′1(t) +W ′2(t),

= − aS(S − S∗)
S

2

−
[
g

(
S∗

S

)
+ g

(
SIE∗

S∗I∗E

)
+ g

(
EI∗

E∗I

)]
βS∗I∗

− κu∗g
(
u(t− τ)

u(t)

)
− û(t)− αδû(t− τ)

u(t)− αδu(t− τ)
[û(t)− δû(t− τ)]

+ κ
û(t)

u(t)
[û(t)− û(t− τ)] .

Recall that ap = 0. Then, we have δ = 1. Taking κ = 1, we obtain

W̃ ′(t) =− aS(S − S∗)
S

2

−
[
g

(
S∗

S

)
+ g

(
SIE∗

S∗I∗E

)
+ g

(
EI∗

E∗I

)]
βS∗I∗

− u∗g
(
u(t− τ)

u(t)

)
+

[
− û(t)− αû(t− τ)

u(t)− αu(t− τ)
+
û(t)

u(t)

]
[û(t)− û(t− τ)] ,

=− aS(S − S∗)
S

2

−
[
g

(
S∗

S

)
+ g

(
SIE∗

S∗I∗E

)
+ g

(
EI∗

E∗I

)]
βS∗I∗

− u∗g
(
u(t− τ)

u(t)

)
+ α

u(t)û(t− τ)− u(t− τ)û(t)

[u(t)− αu(t− τ)]u(t)
[û(t)− û(t− τ)] ,

=− aS(S − S∗)
S

2

−
[
g

(
S∗

S

)
+ g

(
SIE∗

S∗I∗E

)
+ g

(
EI∗

E∗I

)]
βS∗I∗

− u∗g
(
u(t− τ)

u(t)

)
− αu∗

hS(t)u(t)
[u(t)− u(t− τ)]

2
,

≤ 0.

Hence, W is a Lyapunov function. The last part of the proof of the theorem
4.1 can be adapted to show the convergence of any solution to the endemic
equilibrium (S∗, E∗, I∗, u∗).

Proposition 2. Assume that R0 > 1 and α = 0. Then, the endemic equilibrium
(S∗, E∗, I∗, R∗, u∗) of the system (1) is globally attractive.

Proof. We consider the same functional W used in the proof of the last theorem,
with α = 0 and κ = e−apτ ,

W̃ (t) := S∗g

(
S(t)

S∗

)
+ E∗g

(
E(t)

E∗

)
+
βS∗(I∗)2

µE∗
g

(
I(t)

I∗

)
+ κ

∫ 0

−τ
u∗g

(
ut(s)

u∗

)
ds.

We obtain

W̃ ′(t) =− aS(S − S∗)
S

2

−
[
g

(
S∗

S

)
+ g

(
SIE∗

S∗I∗E

)
+ g

(
EI∗

E∗I

)]
βS∗I∗

− e−apτu∗g
(
u(t− τ)

u(t)

)
− (1− e−apτ )

u(t)
[û(t)]2,

≤ 0.

Hence, W is a Lyapunov function.
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6 Discussion and numerical simulations

In this paper, we present and study a SEIR epidemiological model with a class
of individuals temporarily protected, through vaccination or medication for in-
stance. In the literature, there are many epidemiological models with a com-
partment of individuals temporarily protected from infection (see for instance
[11, 15, 19, 20, 23, 31]). In most cases, these systems are modeled directly by
delay differential equations, or they are obtained from age-structured PDEs and
reduced by integration using the method of characteristics to delay differential
systems, where the delay generally corresponds to the duration of the protec-
tion phase. A restrictive assumption is often made to reduce the model to a
delay differential system: the entire protected population becomes susceptible
at the end of the protection phase. However, for many infectious diseases, such
as hepatitis A and B, human papillomavirus, influenza, COVID 19, etc., people
who renew their vaccine remain protected, and only those who don’t renew their
vaccine become susceptible. In this case, the model can no longer be reduced
to a classical delay differential system. The resulting model as we have shown,
is a coupled system between differential equations and a difference equation.
With the exception of our works [2, 5], this approach has never been used in
epidemiological models. A novelty that our model can bring compared to what
exists in the literature is that we can reduce the basic reproduction number R0

by increasing the new parameter α, and thus reduce the epidemic (see Figures 2
and 3). This observation is interesting from an epidemiological point of view, as
it is generally easier to increase the rate of renewal of protection for individuals
already protected (because this population is already under medical care) than
to increase the rate of protection h or the duration τ .

In addition, we consider here a more general class of Kermack-McKendrick
models than the one considered in [2], adding the compartment of exposed indi-
viduals E. Indeed, for many infections, such as influenza [21] and tuberculosis
[17], there is a more or less long latency period during which individuals have
been infected but are not yet infectious themselves. During the period 1/µ,
infected individuals are in the compartment E but are not yet infectious (see
also [32] for other cases of infectious diseases with a latency period).

The model we consider in this work, is a system composed of differential
equations and a difference equation with delay. In addition to the disease-free
equilibrium, it admits an endemic steady-state. We focus on the global asymp-
totic stability of the two steady-states. The construction of Lyapunov functions
allows us to prove the global asymptotic stability of both equilibria. More pre-
cisely, by using the basic reproduction number R0 as a threshold, we obtain
a necessary and sufficient condition for the global asymptotic stability of the
disease-free equilibrium. Furthermore, we show that the endemic equilibrium
is globally attractive if R0 > 1 and there is no mortality during the protection
phase. To complete the study of the global dynamics of the system, we show
results on the uniform weak and strong persistence of the disease.

We present some numerical simulations to illustrate the results obtained in
the previous sections. For the simulations, we set the parameters as follows

Λ = 2, µ = 0.15, r = 0.15, aS = aE = aI = 0.1, β = 0.1 and h = 0.5. (19)

We choose to modify the parameters α and T := apτ . For some figures, we also
change the values of β and h. Figure 2 shows the variation of R0 as functions
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of the parameters α and T := apτ . We see that R0 is a decreasing function
with respect to α and T . Moreover, by increasing the value of the parameter
h, the region R0(α, T ) < 1 increases. From an epidemiological point of view,
this means that the epidemic could be stopped, or at least slowed down, by
increasing one of the three parameters h, τ or α. Combining the three param-
eters offers more possibilities for controlling the epidemic, as in reality some
parameters, such as τ or sometimes even h, can no longer be increased. Figure
3 shows the variation of the equilibrium of infected individuals I∗ as a function
of the parameters α and T := apτ . We can see that it is a decreasing function
with respect to each of these two parameters. This shows that even when R0

remains above 1, the parameters τ and α reduce the epidemic by decreasing the
number of infected individuals I∗ at equilibrium. Figure 4 shows the global con-
vergence of the solution to the disease-free equilibrium (S0, 0, 0, u0) and Figure
5 illustrates the global stability of the endemic steady-state (S∗, E∗, I∗, u∗).
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Figure 2: Representation of the curve R0(α, T ) = 1, with T := apτ , by varying the

parameter h.

Although we proved the global stability of the endemic equilibrium whenR0 > 1
only for the particular cases α = 0 or ap = 0. These are technical conditions
for obtaining a Lyapunov function. It is possible that the endemic equilibrium
remains globally stable even in the cases α > 0 and ap > 0 (this is confirmed
by numerical simulations and by the persistence property proved in the general
case R0 > 1). The assumption ap = 0 means that there is no mortality during
the protection phase, and the assumption α = 0 means that at the end of the
protection phase, all individuals become susceptible.
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