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ABSTRACT
Supercomputers are capable of increasingly more computations, and nodes forming them need to communicate even more efficiently with each other. The Message Passing Interface (MPI) proposes a communication model based on one-sided communications called the MPI Remote Memory Access (MPI-RMA). Thanks to these operations, applications can improve the overlap of communications with computations. However, one-sided communications are complex to write since they are subject to data races. This paper rethinks an existing on-the-fly data race detection algorithm for MPI-RMA programs by improving the storage of memory accesses in a Binary Search Tree using a new insertion algorithm based on fragmentation and merging algorithms. Thus, experimental results on real-life applications show that this new insertion algorithm improves the accuracy of the data race detection and can reduce the overhead of the analysis at runtime by a factor up to two.

CCS CONCEPTS
• Computing methodologies → Parallel programming languages;
• Software and its engineering → Software testing and debugging.
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The paper is organized as follows: Section 2 provides some background elements and the key concepts this work relies on. Section 3 lists the existing tools that can detect data races in MPI-RMA programs. Section 4 proposes a new algorithm that enhances the memory accesses management in RMA-Analyzer in order to reduce the overhead of the analysis. In Section 5, we compare our contribution against MUST-RMA, a state-of-the-art solution for the detection of data races in MPI-RMA programs. We highlight the improvements we describe in the paper and show a performance analysis. In Section 6, we discuss several subtleties of the MPI-RMA library that may impact the correctness of data race detection tools. Finally, Section 7 concludes this work.

1 INTRODUCTION
To meet the exascale challenge, parallel programming models tend to abstract the machine details with task-based programming or by exposing the hardware at the software level (network with RMA capabilities) with the Partitioned Global Address Space (PGAS) model. This model is based on one-sided communications which decouple data movement from synchronization.

The Message Passing Interface (MPI) standard proposes a similar communication model via MPI Remote Memory Access (MPI-RMA). With MPI-RMA, each MPI process makes a part of its memory available to other MPI processes so the latter can remotely read and write on this “distributed shared memory” with fewer synchronizations than two-sided MPI communications. Consequently, applications migrating from two-sided MPI to MPI-RMA operations should get significant speedup. Nevertheless, most MPI programs still use two-sided communications because MPI-RMA programs are challenging to write and error prone. Indeed, as in shared memory models, developers must ensure memory consistency in MPI-RMA programs to avoid data races. Thus, some tools aim at helping developers write correct and productive MPI-RMA applications to promote communication/computation overlap and asynchrony. However, these tools imply a noteworthy overhead at runtime induced by the analysis of the program and thus have scalability issues. This paper enhances an existing on-the-fly data race detection tool for MPI-RMA programs called RMA-Analyzer [1]. We propose a new algorithm that enhances its scalability and its accuracy.

The Message Passing Interface (MPI) standard proposes a similar communication model via MPI Remote Memory Access (MPI-RMA). With MPI-RMA, each MPI process makes a part of its memory available to other MPI processes so the latter can remotely read and write on this “distributed shared memory” with fewer synchronizations than two-sided MPI communications. Consequently, applications migrating from two-sided MPI to MPI-RMA operations should get significant speedup. Nevertheless, most MPI programs still use two-sided communications because MPI-RMA programs are challenging to write and error prone. Indeed, as in shared memory models, developers must ensure memory consistency in MPI-RMA programs to avoid data races. Thus, some tools aim at helping developers write correct and productive MPI-RMA applications to promote communication/computation overlap and asynchrony. However, these tools imply a noteworthy overhead at runtime induced by the analysis of the program and thus have scalability issues. This paper enhances an existing on-the-fly data race detection tool for MPI-RMA programs called RMA-Analyzer [1]. We propose a new algorithm that enhances its scalability and its accuracy.

2 BACKGROUND
This section describes how MPI-RMA works and the errors that can occur due to the specifics of the one-sided communications.

2.1 MPI-RMA
In MPI-RMA, each process has a “distributed shared memory” that can be remotely accessed by other processes. In MPI-RMA,
these memory regions are called windows and remote memory accesses to these windows are possible during an epoch. Within an epoch, MPI-RMA proposes several communication operations which involve two processes: the origin process which issues the MPI-RMA communication, and the target process whose window is accessed via the communication. In this paper, we focus on the Passive Target synchronization mode where only the origin process is involved in the synchronization. We consider the two major one-sided communication operations: MPI_Put which allows to write a value owned by the origin process to the window of a target process, and MPI_Get which allows the origin process to locally retrieve a value from the window of a target process. An example of all possible accesses within an epoch is shown in Figure 1. In the figure, gray parts represent the window. \(P_1 \rightarrow P_2\) means a communication from \(P_1\) to \(P_2\), \(\text{outWin}\) and \(\text{inWin}\) respectively mean out of the window and in the window.

When using MPI-RMA, four types of memory accesses should be considered [1], depending on if the operation is local to the process (local_\text{\_}\text{\_}) or if it is a remote memory access (RMA_\text{\_}\text{\_}), and on if the operation is a WRITE (\_\text{\_}Write) or a READ (\_\text{\_}Read) operation. For instance, an MPI_Put operation is an RMA_Write for the target process and an RMA_Read for the origin process. Conversely, an MPI_Get operation is an RMA_Read for the target process and an RMA_Write for the origin process. A Store operation is a Local_Write while a Load operation is a Local_Read.

MPI-RMA has shown performance improvement on applications that have migrated from MPI two-sided to MPI-RMA. As an example, Mizan-RMA [11], a graph processing framework, got a speedup up to 280% when using MPI-RMA compared to a previous version that uses MPI_Send and MPI_Recv operations. Similarly, the Graph500 [12] data intensive benchmark got a speedup of 200%. The authors claim that these speedups are achieved through a better overlapping of communications and computations. However, writing efficient and correct MPI-RMA programs can be challenging, especially because of the following three properties that are crucial to ensure an efficient overlap of communications with computations:

1. \text{Completion}: since MPI-RMA communications are asynchronous, we cannot know if a communication has completed until the end of the epoch,
2. \text{Ordering}: MPI-RMA communications can happen in any order within an epoch,
3. \text{Atomicity}: the atomicity of MPI-RMA communications is only guaranteed at the MPI_Datatype level.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure1.png}
\caption{Possible memory access operations within an epoch.}
\end{figure}

\subsection{Data Races in MPI-RMA Programs}

MPI-RMA programs expose memory through an abstraction that allows to read from and write to distant memory at any time, which can lead to data races. A data race occurs if two operations access the same memory range with at least one of them being an RMA access, and one of them being a WRITE access (RMA_Write or Local_Write). In such a scenario, the value in that memory space may change depending on the order in which the operations are executed. A more precise description of data races is presented by Hoefler et al. [6] and two examples of data races are presented in Figure 2. In Figure 2a, the origin process issues an MPI_Get operation to read the value of \(X\) at target side (RMA_Read) and update buf (RMA_Write). We suppose this operation is followed by a Load operation from buf to loc. Because of the completion property, a data race can occur at the origin side and buf is either equal to \(X\) or loc. Figure 2b shows a data race between two processes. In this example, both origin and target processes are reading and writing in their own window, and on overlapping address ranges.

Data races can also occur with more than two processes, for instance when multiple processes issue an MPI_Put operation to the same address space of the same target. All possible cases of data races are reported in Figure 3. Possible consistency errors within a process are represented by the first part of the table. We consider three processes: two that can initiate a communication (ORIGIN 1 and ORIGIN 2) and one target process (TARGET). Rows represent the first operation issued. The columns represent another operation issued either by the same process (ORIGIN 1) or another process (TARGET of the first operation or a new process issuing a communication, referred as ORIGIN 2). In each cell, the right bit refers to an error at origin side while the left bit refers to an error at target side. The example Figure 2a is represented by the cell (01-GET, ORIGIN1-LOAD). "01" means that an error can occur only at origin side. Figure 2b is represented by the cell (01-GET, TARGET-GET). Depending on if the value is read and written in or out of the window, an error can or cannot occur.

\section{RELATED WORK}

Many tools detect data races in multithreaded programs (e.g., Valgrind DRD [14], Helgrind [8] or ThreadSanitizer [18]). However, these tools cannot be directly applied to MPI-RMA programs because they are too general, so they struggle with the scale of MPI-RMA programs. On the other hand, tools that are aware of the semantics of MPI-RMA communications can significantly reduce the analysis workload.

Very few approaches exist to detect data races in MPI-RMA programs. Park et al. [15] presents an approach that creates a mirror window each time a window is created. Then, each time a new MPI-RMA communication accesses a memory space in the window, a check for data races is performed in the corresponding mirror window containing all previous accesses to that window. This approach does not consider local Load and Store accesses, thus leading to false negative results. Moreover, the implementation of this approach is only compatible with the MPI-2 standard and thus does not support the new MPI-RMA features such as the MPI_Win_lock_all/MPI_Win_unlock_all epoch creation functions. MC-Checker [2] uses a post-mortem analysis based on
a Directed Acyclic Graph (DAG) to detect concurrent regions (in respect to the happens-before relation [10]). MC-Checker has been enhanced with MC-CChecker [3]. This new tool reduces the number of false positives and improves the scalability of MC-Checker through a clock-based approach based on the encoded vector clock. Like the work of Park et al., MC-CChecker is only compatible with the MPI-2 standard. MUST-RMA [17] is an on-the-fly data race detector for MPI-RMA programs which combines MUST [5] and ThreadSanitizer, a shared-memory data race detector [19]. MUST-RMA constructs concurrent regions based on the happens-before relation and forwards them to ThreadSanitizer which then checks for data races. A static approach detecting data races in MPI-RMA programs has been proposed by Saillard et al. [16]. The analysis performs a Breadth First Search (BFS) on the Control Flow Graph to detect data races at compile time. This method enables early detection of errors but is limited to errors occurring at the origin side only. To deal with performance, MC-Checker, MC-CChecker implementations have a lightweight static support that reduces the number of Load/Store instrumentations. RMA-Analyzer [1] captures memory accesses during the execution of a program and stores them in a Binary Search Tree (BST). The implementation considers that a memory access includes information about the exact interval of addresses that are accessed (we are only considering consecutive accesses which means that all the addresses in the interval are accessed), the type of the access, and debug information (e.g., the location of the access in the source code). Thus, as soon as a data race is detected, RMA-Analyzer stops the program and returns an error message including debug information to facilitate the correction of the program. When an MPI window is created, each MPI process creates a BST. The BST is then filled with all memory locations the owner process or other processes accesses to (both remote accesses in the window and local accesses). When a new memory location is accessed, a first traversal of the BST is done in order to check for data races with the previous memory accesses. If there is no error, another traversal is done to insert the new access. We argue that this implementation of the approach may have performance bottlenecks, especially because of the size of the BST that is equal to the number of accesses in a program. Moreover, false negatives are possible because of the approximation made by only considering the lower bound of the interval of addresses when comparing two accesses. These limitations are due to the fact that accesses present in the BST are not disjoint, which leads to false negatives, and are not merged, which leads to slowdown. To solve these issues, we introduce a new insertion algorithm of memory accesses in the BST that increases the accuracy of the analysis, and reduces the memory footprint and overhead induced by the data race detection proposed by RMA-Analyzer.

4 NEW DATA RACE DETECTION

Our new data race algorithm improves the insertion of memory accesses in the BST. The algorithm is presented in Algorithm 1. Given a new memory access newAcc, the new insertion algorithm first checks for data races (line 2). If no data race is detected, the algorithm retrieves all the accesses present in BST that are intersecting with newAcc (line 5). Then, the fragmentation algorithm presented in Section 4.1 is called over all these accesses (line 6). Afterwards, the merging algorithm presented in Section 4.2 is called on fragAcc to merge fragmented accesses if possible (line 7). Finally, finish_insertion is called to replace the “old” accesses by the “new” ones (line 8). An example of an insertion is presented in Figure 4. Step 1 shows the state of the BST at the beginning of the algorithm. The colors correspond to different type of accesses. In step 2, only memory locations that intersect with newAcc are represented as the rest of the algorithm will only consider these accesses. The following subsections explain the fragmentation and
merging algorithms in details (steps 3 and 4). Finally, step 5 updates the BST.

### 4.1 Improving the Accuracy of the Memory Accesses Insertion Algorithm

RMA-Analyzer can have false negatives caused by non-disjoint accesses. Indeed, when searching for accesses intersecting with a new access in the BST, RMA-Analyzer may miss some of these intersections and potentially miss a data race. This is due to the approximation made by only considering the lower bound of the interval of addresses to compare the accesses. An example of a code leading to a false negative is presented in Figure 8a. The corresponding BST created by RMA-Analyzer is presented in Figure 5a. In the figure, a node in the BST is noted (memory interval, accesstype) and instructions are given in the top left. In this example, the node corresponding to the MPI Put, ([2...12], RMA Read) is inserted in the left subtree of the node ([4], Local Read). Then, when searching for the intersecting accesses with new access ([7], Local Write), RMA-Analyzer does not notice the intersection between this new access and ([2...12], RMA Read). Finally, the new access is inserted in the BST in the right subtree of ([4], Local Read), without noticing the data race with ([2...12], RMA Read). This false negative is a consequence of the fact that ([2...12], RMA Read) and ([4], Local Read) are not disjoint. To make the accesses disjoint in the BST, we propose a fragmentation algorithm that is called each time a new access is inserted in the BST. The algorithm works as follow: when a new access new_acc is inserted in the BST, if this new_acc is intersecting with another access BST_acc already present in the BST, three new accesses representing the parts of the intersection of the two intervals are created and inserted in the BST if they are not empty. The first access represents the leftmost subsection, that is not part of the intersection between new_acc and BST_acc. The second access represents the intersection of new_acc and BST_acc. Given the access type of new_acc and BST_acc, the access type and the debug information of the resulting access intersection_frag is given in Table 1. Basically, RMA accesses prevail on local accesses and WRITE accesses prevail on READ accesses. Therefore, if both accesses have the same access type, the debug information of the most recent access is kept. In the table, red cells represent cases where a data race may be detected if the second memory access is from another process. The third access r_frag represents the remaining subsection. An illustration of the fragmentation algorithm on two accesses is shown in Figure 6. In this figure, we consider that accesses with the same Type have the same access type and the same debug information. Using this new algorithm, the BST constructed by RMA-Analyzer presented in Figure 5a becomes the BST presented in Figure 5b.

This fragmentation algorithm has been implemented and tested on the program shown in Figure 8a. It successfully detected the data race between the bold statements, whereas RMA-Analyzer failed to raise the error. However, it can lead to a drastic increase of nodes in the BST. Indeed, each new access possibly increases the nodes in the BST by two: one node is removed and three nodes are added. This may lead to an explosion of the memory usage and slow down the analysis of the BST.

### Table 1: Resulting access type and debug information given two accesses. Rows represent an access already inserted in the BST and columns represent the new access that is about to be inserted. * _R: * _Read, * _Write: * _Write, -1/*-2: debug information of the 1st/2nd access, x: data race.

<table>
<thead>
<tr>
<th>Local_R-2</th>
<th>Local_W-2</th>
<th>RMA_R-2</th>
<th>RMA_W-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local_R-1</td>
<td>Local_R-2</td>
<td>Local_W-2</td>
<td>RMA_W-2</td>
</tr>
<tr>
<td>Local_W-1</td>
<td>Local_W-1</td>
<td>Local_W-2</td>
<td>RMA_W-2</td>
</tr>
<tr>
<td>RMA_R-1</td>
<td>RMA_R-1</td>
<td>x</td>
<td>RMA_R-2</td>
</tr>
<tr>
<td>RMA_W-1</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Figure 4: Illustration of the insertion of a new memory access in the BST.
Instructions in P0:
Load(4)
MPI_Put(2, 12)
Store(7)

BST:
[4], Local_Read
[2...12], RMA_Read
[7], Local_Write

(a) False negative with RMA-Analyzer.

Instructions in P0:
Load(4)
MPI_Put(2, 12)
Store(7)

BST:
[4], RMA_Read
[7], Local_Write
[2...3], RMA_Read
[5...12], RMA_Read

(b) Error detected with our implementation.

Figure 5: BST of code 1 with RMA-Analyzer (left) and using our fragmentation algorithm (right). A node contains the memory interval and the access type. Bold nodes are conflicting.

Figure 6: Illustration of an execution of the fragmentation algorithm given two Accesses.

Figure 7: Illustration of an execution of the merging algorithm.

Figure 8: Examples of codes to illustrate the fragmentation and merging algorithms.

4.2 Optimizing the Number of Nodes in the BST
In order to avoid the explosion of the number of nodes in the BST, which could negatively impact the scalability of the data race detection algorithm, we propose a node-merging algorithm.

To merge two nodes, two conditions need to be ensured: (1) the two accesses to be merged must be adjacent, and (2) they must have the same access type and debug information. Two accesses of the same access type cannot be merged if they have different debug information as they will not refer to the same instruction and will not be fixed in the same way. The merging algorithm goes through all the accesses created by the fragmentation algorithm and merges them if possible. Figure 7 illustrates an execution of the merging algorithm. In this figure, since the intervals of Type B are adjacent and are all of the same Type, meaning that they have the same access type and debug information, they can be merged. Figure 8b has multiple adjacent memory accesses: 5,002 memory accesses are made in this program. RMA-Analyzer creates a number of nodes in the BST that is linear in the number of iterations (1,000 in this case). Thus, the BST created by RMA-Analyzer has 5,002 nodes, each iteration adding five new nodes to the BST - variable i is read or written 4 times and buf is read once. The remaining two nodes are the first LOCAL_READ from i=0 and the last RMA_WRITE from the MPI_Get(buf[0], 1, X) instruction. The merging algorithm merges all the nodes induced by the MPI_Get communications into only one node in the BST. Indeed, these nodes are accessing adjacent memory spaces and have the same access type and debug information since they are called at the same line in the code. Thus, the merging algorithm updates the BST which is of size two: one node for the variable i and one node for all the MPI_Get accesses.

Regarding the complexity of the algorithm, since the most computationally intensive operations used in the new insertion algorithm are searches, insertions and deletions which are logarithmic in time. Thus, the merging algorithm updates the BST which is of size two: one node for the variable i and one node for all the MPI_Get accesses.

5 EXPERIMENTAL RESULTS
This section first presents an overview of the RMA-Analyzer framework in which our approach has been implemented (Subsection 5.1). Then, Subsection 5.2 presents validation results on a microbenchmark suite we developed. In Subsection 5.3, we compare the overhead induced by our approach with MUST-RMA on two “real-life” applications: MiniVite and CFD-Proxy.

Our experiments were performed on an Eviden cluster that belongs to the Eviden R&D department, located at Echirolles, France. Each node has 2 x AMD rome 24 core (AMD EPYC 7402) with 128GB of RAM. The nodes are connected using the InfiniBand HDR interconnection. All the nodes have an RHEL 8.5 system. Our software stack is built with LLVM-15 and we used an Eviden OpenMPI implementation of MPI, built in its 4.1.5.2 version. For the experiments, we use RMA-Analyzer integrated in PARCOACH [7], a tool dedicated to the detection of deadlocks caused by an improper use...
of collective calls in parallel applications. The performance analysis is done with MUST-RMA v1.9.0, available on github¹.

### 5.1 Implementation Details

Our contribution has been implemented in RMA-Analyzer, recently integrated in the tool PARCOACH, based on the LLVM compiler. An overview of the RMA-Analyzer framework is presented in [1]. It first collects all memory accesses that are contained within each epoch. To do so, relevant instructions such as memory accesses within an epoch, window creation and destruction (MPI_Win_create/ MPI_Win_free), epoch creation and destruction (MPI_Win_lock_all/ MPI_Win_unlock_all), and synchronization (MPI_Win_flush_all) functions are instrumented during the compilation phase. The instrumentation of the MPI functions are made using the PMPI (Profiling for MPI) interface. The LLVM alias analysis is used to reduce the number of Load/Store instrumentations.

During the execution, the MPI processes store each instrumented memory access in a BST and check for data races. If a data race is detected, RMA-Analyzer stops the execution of the program and reports the error with precise debug information (i.e., line of the conflicting instructions in the source code). More specifically, each time a remote access is initiated by a process (with MPI_Put or MPI_Get), an MPI_Send is called by RMA-Analyzer to inform the target process about this remote access. For each window, a thread is created to receive all the MPI_Sends. At the end of the epoch (e.g., MPI_Win_unlock_all), all processes call MPI_Reduce in order to compute the number of remote accesses issued during the epoch towards its window and wait for the pending communications. The BST is implemented using the multiset containers provided by the C++ standard.

### 5.2 Method Validation

We developed a microbenchmark suite containing small programs written in C with correct and incorrect uses of MPI-RMA communications. This suite contains every combination of two one-sided operations by varying the order of the operations, the callers of the operations, and the location that will be accessed twice. The suite contains 154 codes in total and is composed of 47 codes containing a data race and 107 safe codes. Table 2 shows four programs from the suite. The names of the codes correspond to the combination used. For instance, the data race shown in Figure 2a is represented by the program named ll_get_load_outwindow_origin_race, in which an MPI_Get operation followed by a Load operation are issued by the same process (ll = local/local), and both operations are accessing the same address space at origin side, outside its window (origin_outwindow). As shown in the table, all the tools are getting the right result for ll_get_load_outwindow_origin_race and ll_get_get_inwindow_origin_safe. However, a false negative is produced by MUST-RMA for ll_get_load_inwindow_origin_safe. This is because ThreadSanitizer does not instrument stack arrays. Thus, MUST-RMA cannot consider them in its analysis. When using heap arrays, the error is detected by RMA-Analyzer because the implementation does not consider the order of instructions within a process. When a process makes a local memory access and then calls an RMA operation, no data race can occur. On the contrary, if the process first calls an RMA operation and then makes a local memory access, a data race can occur if both operations are accessing the same address and one of them is a write operation. Thus, RMA-Analyzer does not distinguish cases such as Load-MPI_Get and MPI_Get-Load and raises an error even though the first case does not contain any error. We fixed this problem in our errors detection algorithm.

Table 3 summarizes the results obtained with RMA-Analyzer, MUST-RMA and our contribution on our microbenchmark suite. All the false positives detected by RMA-Analyzer and the false negatives produced by MUST-RMA are caused by a lack of analysis precision and ThreadSanitizer instrumentation. Our contribution outperforms these tools with no false positive and no false negative.

To ensure our method is able to detect errors in bigger codes, we manually inserted a data race in MiniVite. We duplicated an MPI_Put operation as shown in Figure 9a. Then a data race may occur at target side since both MPI_Put operations are writing in the same address space of the target process. Both RMA-Analyzer and our contribution detect the data race. The output returned by our contribution is depicted in Figure 9b. The error message includes debug information like the name of the file and the line in the source code where the data race is detected.

![Code 3, extracted from MiniVite.](image)

(a) Code 3, extracted from MiniVite.

![Report returned by our contribution on code 3.](image)

(b) Report returned by our contribution on code 3.

### Figure 9: Data race manually inserted in MiniVite and the output we returned to the developers.

### 5.3 Performance Analysis

In order to evaluate the overhead at runtime induced by the different approaches, we produced a performance analysis on two “real-life” applications: CFD-Proxy [20] and MiniVite [4]. As MPI-RMA programs are challenging to write, few MPI-RMA applications are available. CFD-Proxy is a proxy-application for computational fluid dynamics. The application uses the Passive Target synchronization mode - using MPI_Win_lock_all and MPI_Win_unlock_all.

¹https://github.com/RWTH-HPC/must-rma-correctness22-supplemental
Table 2: Comparison of RMA-Analyzer, MUST-RMA, and our contribution feedback on four codes from our microbenchmark suite (✓: error detected, x: no error found).

<table>
<thead>
<tr>
<th></th>
<th>RMA-Analyzer</th>
<th>MUST-RMA</th>
<th>Our Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>ll_get_load_outwindow_origin_race</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ll_get_get_inwindow_origin_safe</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>ll_get_load_inwindow_origin_race</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>ll_load_get_inwindow_origin_safe</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 3: Number of False Positive (FP), False Negative (FN), True Positive (TP) and True Negative (TN) reported by RMA-Analyzer, MUST-RMA, and our contribution on our microbenchmark suite.

<table>
<thead>
<tr>
<th></th>
<th>RMA-Analyzer</th>
<th>MUST-RMA</th>
<th>Our Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>FN</td>
<td>0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>TP</td>
<td>41</td>
<td>32</td>
<td>47</td>
</tr>
<tr>
<td>TN</td>
<td>107</td>
<td>107</td>
<td>107</td>
</tr>
</tbody>
</table>

Figure 10: Cumulative time spent in the epochs for CFD-Proxy for each method (1 node, 12 ranks, 50 Iterations).

Figure 11: Execution-time of MiniVite with 32 to 256 MPI processes (2 to 16 nodes) and 640,000 vertices as input.

Figure 12: Execution-time of MiniVite with 32 to 256 MPI processes (2 to 16 nodes) and 1,280,000 vertices as input.

to create an epoch and contains two windows per MPI process, and two epochs are called in the program: one per window.

Figure 10 presents a comparison of the cumulative time spent in the epochs for CFD-Proxy. This experiment has been executed on one node with 12 MPI processes. As illustrated, the overhead is greatly reduced with our contribution compared to RMA-Analyzer. In fact, thanks to the merging algorithm, the number of nodes in the BST is drastically reduced from a BST of size 90,004 with RMA-Analyzer to a BST of size 54 with our method (i.e a reduction of 99.94% of the number of nodes in the BST). This reduction of nodes is possible since the window allocated by a process is actually divided into the number of processes so all the other processes have a dedicated space in the window they can access. Thus, every remote accesses made by a process access the same address space these accesses can then be merged into one node in the BST. As the execution time of the insertion and deletion operations in the BST depends on the size of the BST, a reduction of its size would also reduce the execution time of the analysis. MUST-RMA has a significant slowdown as ThreadSanitizer instruments all memory accesses in the program while RMA-Analyzer and our contribution both use an alias analysis to filter out useless memory accesses for the error detection. Nonetheless, for our experiments, we only consider the execution time of the epoch.
Analyzer with our contribution, the performance is substantially
within an epoch in order to avoid a data race by using the
terminate the communications. In our
MPI_Barrier
contribution, the performance is substantially
the same since our contribution does not merge many nodes in
the BST. As shown in Table 4, the number of nodes in the BST is
reduced by less than 4%. The cost induced by the new insertion
algorithm is thus not compensated by the reduction of time spent in
the operations on the BST (insertion, remove and search). This low-
level of node merging is caused by memory accesses on attributes
of adjacent objects. However, the memory space of these attributes
are not adjacent to one another. Thus, the nodes associated to
these attributes memory accesses cannot be merged. It should be
mentioned that when the number of processes is increased, the
number of communications between processes increases while
the workload per process is reduced. Thus, the overlap between
communications and computations is less important with more
processes. This explains why the gains in the execution time is not
really visible between 128 and 256 processes even for the baseline
execution. Thus, when increasing the problem size as in Figure 12
which shows the execution time with 1,280,000 vertices as input,
a gain can be seen when running with 256 processes compared to
a run with 128 processes because each process has more work to
do and a better communication/computation overlap is possible.
Nevertheless, the overhead implied by MUST-RMA is even more
important when running on a large number of processes. Indeed, in
addition to the slowdown introduced by the over-instrumentation
of ThreadSanitizer as for CFD-Proxy, when the number of processes
greatly increases, the size of the vector clock that is sent to other
processes also increases. Thus, sending larger messages also adds
overhead at runtime.

6 DISCUSSION
In this section, we first discuss some synchronization solutions
within an epoch in order to avoid a data race by using the MPI_Barrier
and MPI_Win_flush_all functions (1). We then discuss the problem
of MPI_Win_flush instrumentation in RMA-Analyzer (2). Fi-
ally, we address the lack of performance with MiniVite due to
non-adjacent accesses (3).

(1). According to the MPI standard, an MPI_Barrier which waits
for all the processes of the communicator actually does not termi-
minate the communications. However, in practice, MPI_Barrier
terminates communications in most MPI implementations. In our
approach, we decided to meet the standard. Using only MPI_Win-
flush_all instead does not fix the problem since it does not ensure
all processes have finished the communications. The solution con-
sisting in calling MPI_Barrier after MPI_Win_flush_all should
be preferred to synchronize the communications within an epoch.

(2). MPI_Win_flush is a synchronization function within an
epoch that "completes all outstanding DMA operations initiated by
the calling process to the target rank on the specified window. The
operations are completed both at the origin and at the target" [13].
However, instrumenting MPI_Win_flush is not trivial since the la-
ter only guarantees the ordering of communications of the calling
process. Thus, the target of MPI_Win_flush is not aware of the
synchronization call issued by the origin process and cannot know
in which order remote accesses from several other processes toward
its window will complete. That is why simply cleaning the BST of
the process calling MPI_Win_flush may lead to false negatives. For
instance, a false positive was detected by RMA-Analyzer and MUST-
RMA when running them on CFD-Proxy because MPI_Win_flush
is not well instrumented by the tools. As a consequence, we cannot
support this synchronization function yet. We let for a future work
a more in-depth study on the handling of the instrumentation of
MPI_Win_flush.

(3). As described in Section 5.3, when running on MiniVite,
there is no significant gain using our contribution compared to
RMA-Analyzer because memory accesses are not adjacent. Some
studies address this problem by using polyhedra to abstract memory
regions and thus enable the compression of memory accesses even
if they are not adjacent (e.g., [9]). We thus assume that using these
concepts, the merging algorithm can be extended to non-adjacent
accesses when we can ensure that no accesses will be done between
the accesses.

7 CONCLUSION
This paper proposes a better data race detection technique for the
tool RMA-Analyzer [1]. We present a way to better manage the BST
that is used to store all the accesses to the address space of an MPI
process. We introduced a new insertion algorithm so the resulting
BST detects more errors than the previous version of RMA-Analyzer.
For future works, we plan to enhance the static analysis proposed
by Saillard et al. [16] to detect more errors at compile time. We also
plan to combine this static analysis to RMA-Analyzer in order to
reduce the overhead at runtime.
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Table 4: Number of Nodes in the BST for MiniVite for 32 to 256 MPI processes.

<table>
<thead>
<tr>
<th></th>
<th>RMA-Analyzer (640,000/1,280,000)</th>
<th>Our Contribution (640,000/1,280,000)</th>
<th>Reduction of Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>88,528/177,223</td>
<td>88,493/176,916</td>
<td>0.04%/0.17%</td>
</tr>
<tr>
<td>64</td>
<td>48,180/97,347</td>
<td>47,913/97,020</td>
<td>0.55%/0.34%</td>
</tr>
<tr>
<td>128</td>
<td>26,383/52,105</td>
<td>25,916/51,672</td>
<td>1.77%/0.83%</td>
</tr>
<tr>
<td>256</td>
<td>15,544/29,129</td>
<td>14,566/28,127</td>
<td>6.29%/3.44%</td>
</tr>
</tbody>
</table>