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1 The framework

1.1 Raw Syntax

Scopes and signatures We define the scopes, metavariable scopes and signatures by the fol-
lowing grammars.

3 v,ou=-|y,x
3 0, == | 6,x{5}

| 2,¢(0) | 2,d(0)

3 >

Given two scopes y, ¥’ or two metavariable scopes 0, 8’ we write y.y’ or 6.0" respectively for
their concatenation.

Terms and spines Given a fixed signature ¥, we define the terms, substitutions and metavari-
ables substitutions by the following grammar.

9 tuo, T,UV :=|x ifxey
| x{f } if x{5} € 6
| o(t ) if c(§) €3
| d(t ot ) ifd(&) ex
9 Ti,50:=e if5=-
| t if6 =08 x
3 tusvi=|e if=-
|t st if £ = &, x{6}

Given a metavariable substitution t € MSub 0 y £ and x{8} € &, we write t, € Tm 0 y.6 for the
term in t at the position pointed by x. Similarly, given a substitution € Sub 6 y § and x € &, we
write t, € Tm @ y for the term in 7 at the position pointed by x.

Contexts Given a fixed signature %, we define the contexts and metavariable contexts by the fol-
lowing grammar, by induction-recursion with the function |_| computing their underlying scopes
and metavariable scopes.

3 ILAu=]-
9 O,E =



|_| : Ctx 8 y — Scope
HEE
IT,x:T|:=|T|,x

|_| : MCtx 8 — MScope
] =-
1©, x{A} : T| := |©], x{|A[}

We define the concatenation of two contexts as following, by recursion-recursion with Lemma

__:(TeCtxfy) > (AeCtxfy|l|) » CtxOy
r.():=T
T(Ax:T):=T.Ax:T

Lemma 1.1 (Concatenation commutes with underlying scope). We have [T A| = |T'|.|A|.

Notation 1.2. If the underlying signature is not clear from the context, we write Tmy, Subsy,
MSubs, Ctxs, MCtxs in order to make it explicit.

Notation 1.3. We sometimes write Ctx 6 for Ctx 0 -, Ctx for Ctx - - and MCtx for MCtx -.

Notation 1.4. In the following we write e € Expr 0 y fore € Tm @ yore € Sub 8y d or
e€MSubfOyéoreec Ctx0y.

Observation 1.5. Because we work with a nameful syntax, we allow ourselves to implicitly
weaken expressions: if e € Expr 0 y and 0 is a subsequence of 0" and y is a subsequence of y’
then we also have e € Expr 0’ y’. Nevertheless, we expect that our proofs can be formally carried
out using de Bruijn indices, by properly inserting weakenings whenever needed (and showing all
the lemmata associated with it). In particular, this should be facilitated by the fact that we already
work with an intrinsically-scoped syntax.

1.2 Substitution

For each scope y we have an identity substitution id, € Sub - y y, and for each metavariable
scope 6 we have an identity metavariable substitution idg € MSub 8 - 6, which are defined by the
following clauses.

id : (y € Scope) = Sub - yy
id.)y=¢

idy = idy, x

id : (6 € MScope) = MSub @ - 6
id.)y=¢

idgx(yy = idg, X, .x{id }
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[]:Tm6Oy, > SubOy;y2 > TmbOy,
x[0] = vy

x{f}[7] == x{t[d]}

c(t)[a] = c(t[d])

d(t;w)[d] := d(t[d];u[d])

] Sub9y25—>5ub0yly2—>5ub0yl5
eld] =
(f,u) [5] = 1[7], u[7]

] MSub9y2§—>Sub9y1 Y2 — MSub 0y, &
eld] =
t, Xs.

( )["] = t[0], X.u[d, ids]

_[L]:CtxOy, > Sub Oy, y, —» Ctx Oy,
()[d] =
(T,x:T)[v] :=T[0v],x : T[v,idr]

Figure 1: Variable substitution

Notation 1.6. We sometimes abuse notation and write idr for id|r| and idg for idg).

Substitution application is defined by recursion-recursion by Figures [I| and [2| together with
Lemmal[L.7

Lemma 1.7 (Underlying scope is invariant under substitution). We have |T[d]| = |T| and [T [v]| =
IT| for allT € Ctx 0, y» and @ € Sub 0, y; y» and v € MSub 6, § 0s.

Proposition 1.8 (Unit laws for id). We have e[id,] = e and e[idg] = e for alle € Expr 0 y, and
ids[f] = forallf € Sub 0y 8, andidg[v] = v for allv € MSub £y 6.

Proof. We first show e[id,] = e by induction on e and ids [7] = 7 by induction on §. We then show
e[idg] = e by induction on e and idg[v] = v by induction on 6. O

The following two properties are shown simultaneously.

Proposition 1.9 (Commutation lemmas). We have e[u][d,ids] = e[u[d]] € Expr 0; y1.6 for all
e € Expr 0 § andu € MSub 60, y; 05 and 3 € Sub 0; y; yo. We have e[id][v] = e[v][ids, u[v]] €
Expr 0; 6.y1 for alle € Expr 0 y» and ii € Sub 0, y; y2 and v € MSub 6; 6 0,.



[]:Tm6;y - MSub6; 66, - Tm 6; S.y
x[v] =x

x{T}[v] = vy [ids, [v]]

c(t)[v] := c(t[v])

d(t;u)[v] = d(t[v];u[v])

_[_]:Sub8;yyo— MSub 6 §0; — Sub 8 b.y yo
V=

(f,u)[v] = t[v], u[v]

[_]:MSub 6,y & — MSub 6, 8 6, — MSub 0, 8.y &
(vl =

(t, X.u)[v] := t[v], X.u[v]
_[]:Ctx 0,y — MSub 0, § 8, — Ctx 01 S.y

()v] =+
(T,x:T)[v] :=T[v],x: T[v]

Figure 2: Metavariable substitution



Proposition 1.10 (Associativity of substitution). Let e € Expr 05 y3. For allg € Sub 65 y; y3 and
i € Sub 65 y; y» we have e[d][u] = e[d[i]], and for all v € MSub 6, y; 63 and u € MSub 0 y3 6,
we have e[v][u] = e[v[u]].

Proof. All results are shown by induction on e, on the following order: first e[5][u] = e[d[i]],
then e[u][d, ids] = e[u[d]], then e[u][v] = e[v][ids, #[V]], then e[v][u] = e[v[u]]. O

In the following subsections, we allow ourselves to apply these basic properties about substi-
tutions without announcement.

1.3 Patterns

Given a fixed signature X, we define the patterns by the following grammar.

5 tuos = | x{idy} if0 = x{y}

| c(t ) ifc(é) e
MSub® 8y £l tusvi=|e if¢f=-and @ =-
| t , Xs.t if £ = &,x{6} and 0 = 6,.6,

1.4 Theories

We define the theories by the following grammar, by induction-recursion with the the function |_|
computing the underlying signature of a theory.

3T::=|-

| T, c(= ) sort

[ T, (&4 HCP) ): T

| T, d(Z; ;o x: T 3 By U
| T, 01;6; - d(t 1V ) r

if d(¢) € |T| and for no 07;6; + d(¢',v') —> r’ € T and t,t’ we have d(t;v)[t] = d(';v')[t']

|_| : Thy — Sig

|- ="

|T, c¢(Z) sort| :=|T), c(|Z])

IT, c(E1;82) : T| == T}, c(|=2])
IT,d(E1;x : T; Ep) : U| == [T, d(|Z2])
T, 01; 05 - d(t;u) — r| == |T|



‘t—)u (teTmGy;ueTmGy)‘

I— 7 v—V v—V t—t'
x{f} — x{7'} c(v) — e(v') d(t;v) — d(t; V) d(t;v) — d(t';v)

01;0, -d(t;v)—r €T te MSub 6y 6, u € MSub 0y 0,
d(t[t];v[u]) — r[tu]

f—i (feSubfyd; iieSubbyd)

t—t u—u

ﬁ _,—_,/
tbu—1t,u t,u—t,u

v—u (VEMSub9y§;u€MSub0y§)‘

v—V u—u'

= = = .=
V,X.u — V,X.U v, x.u — t x.u

‘I“—>A (FGCthy;AECtXG)/)‘

r -1’ T—T
Ix:T—T',x:T Ix:T—T,x:T

Figure 3: Rewriting relation defined by theory T

1.5 Rewriting

Given an underlying theory T, we define its rewrite relation by Figure|3| by induction-recursion
with Lemma [L.11]

Lemma 1.11 (Underlying scope is invariant under rewriting). IfT' — I then |T'| = |T”|.

The relations —*, —* and = are then defined as usual, respectively as the transitive, reflexive-
transitive and reflexive-symmetric-transitive closures of —.

Notation 1.12. Whenever the underlying theory is not clear from the context, we write — and
—7 and — and =r.

’

Proposition 1.13 (Stability of rewriting under substitution). Let e € Expr 8 y withe —* €.
Ifd € Sub0 Sy andd —* U thene[d] —* €'[¢']. If v € MSub £ y 0 and v —* V' then
e[v] —* ¢'[V].

Proof. We first show e[d] —* ¢[d"] for all e and @ —* @', by induction on e. Using it as a lemma,
we show that e —™* ¢’ and & —* ¥’ imply e[d] —* ¢’[’], by outer induction on the number
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of rewrites in e —* ¢’ and inner induction on the first rewrite e — ¢’ of e — ¢/ —* ¢’.
We then show e[v] —* e[v’] for all e and v —"* v, by induction on e. Finally, we show that
e —" ¢’ and v —* v/ imply e[v] —* ¢’[Vv’], by outer induction on the number of rewrites in
e —* ¢’ and inner induction on the first rewrite e — ¢”’ of e — ¢ —" ¢’. O

Corollary 1.14 (Stability of conversion under substitution). Supposee = e’. We havee[v] = €’ [7']
foralld =7 andel[v] = ¢’'[V'] forallv=v.

177 *

Proposition 1.15 (Confluence). Ife’ *«— e —* ¢’ thene’ —* ¢’” *«— e’ for some e’”.

Proof. Note that our rewrite rules are all left-linear and moreover in the definition of theory we
demand that no two left-hand sides unify. Because the only possible overlaps are at the head, this
means that there are no overlaps. It follows that our rewrite systems are orthogonal and therefore
are confluent by [Mayr and Nipkow(1998), Theorem 6.11]. o

2 Declarative typing system

Given a fixed theory T, the declarative type system is defined by the rules in Figure

Notation 2.1. We write ©;I" + 7 for any of the following: @;T' For &;I' + T sortor &;I"' -t : T
or®;T FTe Aor©O;I'+t: =

Notation 2.2. We write T > ©;I" + J when the underlying theory is not clear from the context.

Notation 2.3. We write® + J for ®;-+ J andT'+ g for sT + 7.

2.1 Valid theories

The valid theories are defined by the following inference rules.

T valid Te=+

- valid T, ¢(Z) sort valid
T valid T>Z..(x:U).Ey + T sort T valid TeZ; + T sort TeZE1.55 +
T,d(E;x : U; Ey) : T valid T,c(E1;Ey) : T valid

T valid dE;x:U;5)): VeT for some ©1, ®, with |©| = 6, and |@,| = 0, :
T>Z,.01.0, F (idg, t,u) : Z1.(x : U).Ey TeZ1.01.0, +r: V]idg,,t,u]

T, 01; 05 - d(t;u) — r valid

2.2 Basic metaproperties
Proposition 2.4 (Contexts are well-formed). The following rules are admissible.

eo;Ir'+rg e;I'+g
O;T+ OFr



‘@I— (@eMCtx)\ \@;n (@eMCtx;FeCtx|@|)\

ExTMCTx EmpTYCTX ExTCTx
EmPTYMCTX ©:T + T sort OFr ;' + T sort
-k O,x{I'}: T+ Q-+ O;Ix: Tk

©;T+Tsort (®e MCtx; T € Ctx |®; T € Tm |©] |T|) \

SORT
O;I'+t: =

c(Z)sorte T——8 ¥ —
O;T + c(t) sort

OTHt:T (@eMCtx; T €Ctx|®; T €Tm|O||T|; t € Tm || |r|)\

VAR Cons MVar .
O;T+ O;'+tu: =5, O;T'rt:A
x:Tell —— c(B;E): TeT —m8 x{A}: Te® ———
;T+x:T O;T +c(u) : T[t] O;T + x{t}: T[t]
DEsT Conv
O;T+ttu:E.(x:T).E; O;T+t:T O;T + U sort
dE;x:T;8y):UeT T=rU
O;T +d(t;u) : Ut t,u] O;T'+t:U

O;T+i:A (©eMCtx; T € Ctx |®]; A € Ctx |O®]; € Sub [©] |T| |A])

EmpTYSUB EXTSUB_) R
O;T + O;Trt:A ;T +t:T[t]
O;Tre: () O;TrLt:(Ax:T)

@:THt:E (©c MCtx; T € Ctx |8]; E € MCtx; t € MSub |©| |T| |Z]) \

EmpTYMSUB ExTMSUB
6;T + O;THt:E O;T.A[t] Ft:T[t]
;T +e:(v) O;T +t,xXp.t: (E,x{A}:T)

Figure 4: Declarative typing rules



Proof. By induction on ©;T + 7. O

Proposition 2.5 (Weakening). Let us writeI' C A if I' is a subsequence of A, and ® C Z if © is a
subsequence of E. The following rules are admissible.

eor+g ;A F er+g =k
IT'CA PcE——
CHNV ETv T

[1]

Proof. In order for the induction to go through, we strengthen the first statement: instead we
show that ©;T.I" + J and ©;A + and I' C A imply ©; AI” + J. The proof is then by induction
on ©;T.I" + 7 for the first statement, and on ©;T + J for the second. O

In order to state the substitution property, given ©; A + J we define the notations (0; A +
J)[d] and (©; A + J)[v] by the following table.

O;A+T (6;A+ 9)|[d] (6;A+ 9)|[v]
where ;T +0: A where=Z;T+Fv:0

;A + O;T + = T.A[v] +

O;A+Tsort | ©;T + T[d] sort 2;T.A[v] + T[v] sort
A+ T O;T+t[o] : T[o] E;T.Alv]Ft[v]:T[v]
O;AFT:AN | ©;T+I[T]: A = T.A[v] F ld[‘,t[V] I.A[v]
O:Art:E | ©Trt[d]: = = T.A[V] F t[v] :

Proposition 2.6 (Substitution property). The following rules are admissible.

O;Trs:A O;A+ YT =Trv:0 O;A+Yg
(6;T +9)[d] (©;A+ 9)v]

Proof. We start with the proof of the first property, however first we generalize so the induction
can go through: we instead show that, for ;T + @ : A, we have

« ©; AT’ +implies ©;T.I"[7] +
« ©; AT+ T sort implies ©;T.I"[3] + T[5, idr] sort
o ©;AI"+t:Timplies ©;T.T'[3] + t[d,idr ] : T[T, idr]
« ©;AI Ff: A implies ©;T.I'[3] r £[7,idp] : A
« ©;AI +t:E implies ©;T.I"[7] + t[3,idp] : 7
We show only the main cases.

o Case

VAR
;AT +

x:TeA ] ——M8M ——
AT +x:T

We have eitherx : T e Aorx: T eI”.
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— Case x : T € I': Then we apply the i.h. to get ©;T.I"[5] + and then conclude with the
variable rule.

— Case x : T € A: Then from ©;T + & : A we can show ©;T + v, : T[5]. By i.h. we have
®;T.I"[7] +, so we can apply Proposition[2.5]to get ©;T.I"[3] + vy : T[d]. Because we
have T[d] = T[4, idr/] we are done.

o Case

DEsT
;AT Ftt,u:E.(x:T).E,

d(E;x:T;E,):UeT -
;AT +d(t;u) : U[t, t,u]

By ih. we have ©;T.I"[d] + (t,t,u)[d,idr] : E1.(x : T).E,, therefore we can derive
©;T.I"[0] + d(t[d,idr];uld,idr]) : U[(t, t,u) [, idr ]]. Because we have U[(t, t,u) [, idp]] =
U|[t, t,u][7,idr] we are done.

« Case

ExTMSUB
AT +t: =2 ;AT .Ay[t] +t:T[t]

O; AT Ftxpt: (B x{A}:T)

By i.h. we have

O;T.I"[d] + t[g,idp] : E
O;T.(T". At [2] + t[T,idp, ida,] = T[t] [9,idr, ida,

We moreover have

(I".A[tD) [0] = T’ [9].Ax[t] [, idr ] = T [3]. Ac[t[5, idr]]
T[t][3,idr, ida, ] = T[t[5, idr]]
(t,%a,.0)[5,idr] = t[3,idp ], Za, £[3, idp, ida ]

We can therefore conclude ©;.I" [] + (t,Xa,.1) [T, idr] : (B, x{Ax} : T).

We now move to the proof of the second property, which is by induction on ®; A + J. Once
again, we only show the main cases.

« Case

MVar
;AN

x{\N'}:Te® —————
;A F x{t}: T[t]

By ih. we have Z;T.A[v] + idr, f[v] : T.A’[v]. Moreover, from Z;T + v : © we can derive
=;T.A’[v] + vi : T[v], so by the substitution property for variable substitutions we get
Z;T.A[v] + vy[idr, £[v]] : T[v][idr, £[v]]. Because we have T[v][idr, f[v]] = T[f][v] we
are done.
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o Case

EmpTYSUB
O;A+
O;AFe:(v)
By i.h. we have E;T.A[v] F. It is easy to see that we can show =;T.A[v] + idr : " and so we
are done.
« Case

ExTSuB

OAFE:AN  O;Art:T[f]
AFLt: (A,x:T)

-

By ih. we have Z;T.A[v] + idr,f[v] : T.A’[v] and E;T.A[v] + t[v] : T[f][v]. We
have T[][v] = T[v][idr,[v]] and therefore we can conclude =;T.A[v] + idr, £[v], t[v] :
(C.A'[v],x : T[v]).

« Case

ExTMSUB
O;AFL: = ;AN [t] +t:T[t]

O;AFt,Xpat: (B, x{A'}:T)

By ih. we have Z;T.A[v] + t[v] : E and E;T.(A.A'[t])[v] + t[v] : T[t][v]. We have
T. (AN [t])[v] = T.A[v].A'[t][v] = T.A[v].A'[t[v]]

and T[t][v] = T[t[v]]. We can therefore conclude Z;T.A[v] + t[v],x.t[v] : (E,x{A} :
T). O

Proposition 2.7 (Sorts are well-typed). The following rule is admissible when the underlying theory
is valid.

O;I'rt:T
O;T + T sort

Proof. By case analysis on ©;T F t : T, and using Proposition[2.6] For the constructor and destruc-
tor cases we use the fact that the theory is valid to deduce =; + T sort from ¢(Z1;E3) : T € T and
E1.(x:T).Ey - Usort fromd(E;;x: T;5y) : U € T O

Proposition 2.8 (Conversion in context). The following rule is admissible.

o;T'+ g O;A+
O;A+T

Proof. We first need to strengthen the statement: If @;'.I” + J and ;A + and I' = A then
0; AT + J. Now the proof follows by induction on the derivation of ®;T.I" + 7.
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We show the only non-trivial case: rule VAR with a variable from I'. We decompose I' = T;.(x :
T).I; and A = A1.(x : U).Ay, where we have I} = Ajand I, = A, and T = U.

VAR
O;T1.(x: T).IL.IT +

;T .(x:T).L.I rx:T

By the ih. applied to ©;T1.(x : T).I,.T" + we get ©;Aq.(x : U).A2.I” +, so we can show
O;A1.(x: U).Ay. T F x : U. Because T = U we now want to apply the conversion rule, but for this
we first have to show ©;A;.(x : U).A,.I” + T sort.

We can show that from the derivation of ®;I.(x : T).I,.I'” + we can extract a strictly smaller
derivation of ©; T} + T sort. Moreover, from ©; A;.(x : U).A; + we also get ®; A +, so by applying
the ih. with I} = A; we get ©;A; + T sort. By Propositionwe then get ©; Aq.(x : U).Ap.T" +
T sort.

Now we can apply the conversion rule to ©; A;.(x : U).Ay.I" + x : U to conclude. O

2.3 Subject reduction

Lemma 2.9 (Injectivity of patterns). Ift € Tm® @ y and t[v] = t[v’] for somev € MSub 8’ § 6
andv' € MSub 6’ § 0 thenv = v'.

Proof. We need to show together a similar result for substitution patterns: if t € MSub® 6 y £ and
t[v] = t[v'] then v = v’. The proof is done by induction on the pattern, using confluence for the
case c(t[v]) = c(t[v']) to deduce t[v] = t[Vv']. )

Proposition 2.10 (Typing a substitution through a pattern). Letv € MSub - |A] |©].
e Ift e TmP |©|-and© +t:Tand A+ t[v] : T[v] then A+v:©
« IfT € Tm® |©| - and © + T sort and A + T[v] sort then A+ v : ©
« Ifte MSub” |©| - |E| and O +t: Eand AF t[v] : Ethen Ar v: O

Proof. In order for the proof to go through, we instead show a stronger property. Let vy, vy, v3 €
MSub - |A] |©1.0,.0,|, and write v for v;, vy, v and © for ©,.0,.03. Suppose that A + v; : ©,
and that one of the following holds.

« teTm" |0, T and ©;T +t: Tand AT + t[v] : T with I’ = T[v] and T’ = T[v].

e ty € MSUbP |®2| |F| |Ez| and O;T Ft,ty: 21.5, and AT + t,l,tz [V] HICPRCY with IV = F[V]
and t] = t;[v].

« TeTm"|0,| || and ©;T T sort and A.I’ + T'[v] sort with " = I'[v].

Then we have A F vy, v, : ©1.0;. The proof is by induction on the pattern.

e T =c(t ) for ¢(Z) sort € T. By inversion on ;T + T sort and A.T’ +
T’[v] sort we obtain the following.
O;THt:E AT +t[v]: E
O;T F c(t) sort AT’ + c(t[v]) sort

By i.h. we conclude.
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«t = c(ty ) for ¢(E1;E,) : U € T. By inversion of ©;T + ¢ : T and
AT’ + t[v] : T" we obtain the following.

O;T Ft,ty: 2.5, AT+ t,l,tg [V] HCIRE

;T +c(ty) : Ut AT+ c(ty[v]) : UK,

T =Ult] (tz) : U[te] = Ul : (t2[v]) [’1]
O;Tkce(ty): T AT Fe(ty[v]): T

Because U € Tm" |Z4]| -, then Ult]] =T =T[v] = U[ty][v] = U[t;[v]] implies t] = t;[v].
We can therefore apply the i.h. to conclude.

« t = x{idr} for x{Iyx} : U € ©, in which case we must have ©, = x{Ix} : U. By inversion
of T +t: TwegetT = U and T = I, and therefore T/ = U[v] and IV = Iy[v].
Moreover, as the only metavariables of © appearing in I'y and U are those of ©4, we have
Ix[v1] = Ix[v] and U[v;] = U[v], and therefore T’ = U[v;] and I = I\[v;]. Then, because
© +, we have Oy;I + U sort, so by applying Proposition [2.6| with A + v; : ©; we get
AIx[vi] F U[vq] sort. Now we can apply conversion and Proposition[2.8|to A.T” + t[v] : T’
to get A.Ix[vy] F t[v] : U[vy]. Because t[v] = vy then together with A + v; : ©; we get
A b vy, Xrovy (01, x{Iy} : U).

e ty=¢ . Then the result follows by hypothesis.

e thb=u ,X.u for ©; = ©,,.0,, and E; = E), x{A"} :
U. By inversion of ©;T + t1,t; : £1.E5 and A.T” + t, t;[v] : E;.E; we obtain the following.

@;F Ft,u: ElE; AF' + t'l,u[v] : Elaé
6;T.A'[ty,u] Fu:U[t,u] AT A [t ulv]] Fulv] : Ut u[v]]
;T Ft,uXu: (1.5, x{A"}: U) AT rtulv], Xulv] : (E1.55, x{A"} : U)

Let v, = vy, vy be the splitting of v, according to the decomposition ®; = 0,;.0,,. By the
i.h. applied to the first premises we get A F vy, vy : ©1.0;.

Then, note that we have
(C.A' [ty u]) [v] = T[v].Alty, u][v] = T[v].A[t; [v],u[v]] = T".A[t], u[v]]

and
Ult, u][v] = U[ti[v],u[v]] = U[t},u[v]]

so by the i.h. applied to the second premises we get A + vy, vy, Vo 1 ©1.05,.0,,, concluding
the proof. O

Theorem 2.11 (Subject reduction). Suppose that the underlying theory is valid.

o« IfT+TsortandT — T’ thenT + T’ sort
« IfT+t:Tandt — t' thenT +t' : T

« IfTHt:ZandZE+ andt — t' thenT +t/ : 2

Proof. By induction on the rewrite judgment.
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« Case
01;60; Fd(t;u) — r vy € MSub - |T| 6, v, € MSub - |T| 6,

d(t[vi];ulva]) — r[vy, va]

Let d(E1;x : U;E;) : V € T be the rule for d in T. Because T is valid, there are ©; and 0,
with |©¢| = 6, and |©,| = 0, such that

21.0..0, + (idgl, t, u) : El.(X : U)Ez

51.81.@2 Fr: V[idgl, t, u]

By inversion on I + d(t[vi];u[vz]) : T we get

I'r V(),t[Vl],u[Vz] : El.(X : U)EZ
I +d(t[vi];ulva]) : VIve, t[vi], u[va]]
T+d(t[vi];ulvs]): T

T = V[vo, t[vi], u[vy]]

Therefore, we have I' + (idg,,t,u)[vo,v1, V2] : Ei.(x : U).E;, and because idz,,t,u €

MSub® |21.01.0,| - |Z1.(x : U).Ey|, then byPropositionwe getl F vo, vy, V1 £1.01.0;.
By applying Proposition [2.6] with £,.0,.0; + r : V[idg,, t,u] we get T' + r[vo, vy, vs] :

Vlidz,, t,u][vo, v1,v2]. Finally, we have I' + T sort by Proposition applied to T +
d(t[vi];u[vy]) : T, and because r|[vy, vy, vo] = r[vy, v2] and

Vlidz,, t,u][vo, vi, vo] = V[vo, t[vi],u[vy]] =T

then by the conversion rule we conclude T' + r[vy, v,] : T.

« Case
v—V
e(v) — c(v')
We have two possibilities: either ¢(Z1;E,) : U € T or ¢(E) sort € T.
— Case ¢(E;;E,) : U € T: By inversion of typing we have

F'ruv:E.E
Tre(v): Ulu]
CTre(w):T

Because the theory is valid we have 2.5, F, so by ih. we have I'  u, v’ : 5;.5,, and
thus T' + ¢(v) : U[u]. By Proposition[2.7 applied to T + ¢(v) : T we get T + T sort,
therefore we can apply the conversion rule to conclude T + ¢(v”) : T.

— Case ¢(E) sort € T: By inversion of typing we have
F'rv:=
T+ c(v) sort

Because the theory is valid we have Z +, so by the i.h. we get T + v’ : E, allowing us
to conclude T + ¢(v’) sort.
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Case

v— Vv

d(t;v) — d(t;V)

By inversion of typing we have
dE;x:V;Ey):UEeT FTrut,v:E.(x:V).E,s
Trd(t;v):Ulu, t,v]
Trd(t;v): T

Ulut,v]=T

Because the theory is valid, we have Z.(x : V).E; +, so by ih. we get T + w, t,v' : E1.(x :
V).Z,, from which we can show I' + d(t;v') : U[wt,v']. We have T = Ulu,t,v] =
Ulu,t,v’], and by Proposition [2.7|applied to T + d(¢;v) : T we get I' + T sort, therefore
we can apply the conversion rule to conclude I' + d(¢;v') : T.

Case

t—t’

d(t;v) — d(t';v)

By inversion of typing we have
dE;x:V;Ey):UEeT FTrut,v:E.(x:V).E,s
T+rd(t;v): Ulu,t,v]
Trd(t;v): T

Ulwt,vl]=T

Because the theory is valid, we have Z1.(x : V).E; +, so by ih. we getT + w,t/,v : E;.(x :
V).Z,, from which we can show I' + d(t';v) : U[ut’,v]. We have T = Ulu,t,v] =
Ulu,t’,v], and by Proposition applied to T + d(t;v) : T we get I' + T sort, therefore
we can apply the conversion rule to conclude I' + d(¢';v) : T.

Case
v— vV
— 5
v,X.u — v, X.u
By inversion of typing we have & = Z’, x{A} : T with

Trv:= T.A[v] Fu:T[v]
Trv,Xu: (2, x{A}:T)

From E + we get £’ + and E'; A + T sort, so by i.h. we get T + v’ : Z’. By Proposition 2.6/ we
then get I A[v’] + T[Vv'] sort, and because A[v] = A[v'] and T[v] = T[v’] we can apply
Propositionand conversion to I.A[v] + u : T[v] to derive .A[v'] + u : T[v']. We can
now conclude T' + v/, X.u : (Z/,x{A} : T).
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o Case

u—u'

v,xu — t,x.u
By inversion of typing we have E = Z’, x{A} : T with

Trv:Z= T.A[v] Fu:T[v]
kv, Xu: (B, x{A}:T)

By ih. we have T.A[v] + ' : T[v] and thus we can conclude T + v, X.v' : (Z/,x{A}:T). O
Remark 2.12. We show subject reduction only for terms without metavariables, but by strength-

ening Proposition this could be extended to terms with metavariables. This generalization
would however be of no use for the proofs to come.

3 Bidirectional type system

3.1 Matching modulo rewriting
Figure [5| defines the matching judgment.

[t<u~ov (teTm’ Oy ueTm - Sy veMSub - 66)

Rigid<
t<u~v Flex<

u—s" clu) ——— S
c(t) <u~v x{idy} <u~> xy.u

t<u~v (teMSubP9y§;u€MSub - dy& veSub - 60)

ExtSp<
EmptySp< t<u~ v t<u~> vy
E<e~s € tX.t<uXU~ VL,V

Figure 5: Matching judgment

Recall from rewriting theory that a (functional) strategy S is defined by a subrelation —gC—"*
which has the same normal forms as — and is functional in the sense that t —g u; andt —g uy
imply u; = us.

Let — /0 be the maximal outermost strategy, which contracts all outermost redexes in one
step. We write t —>21 1o €(u) if c(u) is the first term headed by a constructor to which ¢ reduces
by — . Formally, this means that t —; = c(u) and for all u’ with t — = c(u’) we have

o m/o m/o
c(u) — c(w).

Lemma 3.1. Ifu = c(t) thenu —"  c(u) witht = u.

m/o
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Proof. The strategy m/o is outermost-fair, so because our rewrite systems are orthogonal and fully
extended, by [van Oostrom(1999), Theorem 2] we get that m/o is head-normalizing. By confluence,
u reduces to a term of the form ¢(v), and therefore u —" , ¢(u) for some u. We deduce t = u

from c(t) = c(u) using confluence. e O
Proposition 3.2 (Soundness of matching).

o Ift <u~» vthenu —* t[v].

o Ift<u~» vithenu —* t[v].
Proof. By induction on the matching judgment. O

Proposition 3.3 (Completeness of matching).
o Ift[v] = u for somev € MSub - & 0 thent < u ~»> v’ for some v’ withv =v’.
« Ift[v] = u for somev € MSub - § 6 thent < u~» v’ for some v’ withv =v'.
Proof. By induction on the pattern, using Lemma [3.1] O
Recall that an expression is weak normalizing if it reduces to an expression in normal form.
Proposition 3.4 (Decidability of matching).
o Ifu is weak normalizing, then for all t the statement 3v. t < u ~» v is decidable.
« Ifu is weak normalizing, then for all t the statement 3v. t < u ~> v is decidable.
Proof. By induction on the pattern, and using the fact that m/o is normalizing [van Raamsdonk(1997),

Theorem 10], so if u is weak normalizing then reducing it by m/o eventually ends. O

3.2 Bidirectional typing rules

Given an underlying signature %, we define the inferable and checkable terms and the checkable
metavariable substitutions by the following grammars.

) tLu,o =] c(t ) ifc(é) e

| ¢
Tmiy E} LU0 = x ifxey
| d(t it ) ifd(¢) e =
3 tuvai=|e ifé=-
|t/ , X5t if £ =&, x{6}

Givent € Tm® yort € Tm' y we write "t7 € Tm - y for its underlying term, and for
t € MSub® y & we also write "t” € MSub - y £ for its underlying metavariable substitution.
Given a theory T, we define its bidirectional type system by the rules in Figure [6]
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‘FktcT (TeCtx; TeTm - |F|;teTmC|F|)‘

Cons SWITCH
T<U~v Fv:Z21ruesi, Trt=>T
c(E;8,):TeT T=xU———
Ftce(n) =U rrt<=vu

THt=T (TeCtx; TeTm - [Tf; t € Tmi |T)

DEsT
T'rt=V T<V~v
T|(v,"t):(Eux:T)ruesE VAR
d(E;x:T;E,):U€eT ! : x:Tel —
I'+td(t;u) = Ulv,"t7,Tu"] F'rx=T

‘FI—T(:sort (T € Ctx; T € Tm® |r|)\

SORT
Tle: () rteE

c(Z)sorteT
T+ c(t) & sort

\r |v:Orte= (T eCtx ® e MCtx; ve MSub - [T[]0]: E € MCtx |©]; t € MSub® || |E|)\

ExTMSUB
EmpTYMSUB [|v:OrteE TA[v, trteT[v,t7]

[[v:OFee () T|v:0Ftiat e (Bx{A}:T)

Figure 6: Bidirectional typing rules
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3.3 Equivalence with declarative typing
Theorem 3.5 (Soundness). Suppose that the underlying theory T is valid.

« IfT+andT v+t =T thenT +"t7: T

« IfT+TsortandT +t < TthenT+"t7: T

o« IfT+andT + T < sort thenT + "T7 sort

e IfTFVv:E andE1.ExFandT |v:Ej Ft = By thenT +v,"t7: E1.5,.
Proof. By induction on the derivation.

« Case
Cons
T<U~v Iv:Eirues,

T'te(u) =U

c(E;;Ey):TeT

By Proposition [3.2 we have U —* T[v], so because we have I + U sort then by Theo-
remwe get T + T[v] sort. We have T € TmP |Z;] -, and validity of the theory also gives
&1 + T sort, therefore by Proposition[2.10jwe get T v : E;. By validity of the theory we also
have Z,.5; F, therefore by applying the i.h. to the second premise we getI' - v,"u™ : E1.5,.
We can therefore derive T' + ¢("u™) : T[v], and because T[v] = U and T + U sort we can
apply conversion to conclude I' F ¢("u™) : U.

« Case
SwiITCH
I'rt=T

T=U———
T'rteU

By ih. we have I' + "¢t7 : T, and because we have T' + U sort and T = U we can apply the
conversion rule to conclude T'+ "¢t7: U.

o Case

DEsT
T'rt=V T<V~v
F'|v,"t):(E,x:T)rusk,

d(E;x:T;Ey):UEeT
IF'rd(t;u) = Ulv,"t7,"u"]

By ih. we have T' + "¢7 : V. By Proposition 3.2l we have V. —* T[v], so by Proposition [2.7]
and Theorem [2.11] we get ' + T[v] sort. By validity of the theory, we have Z;.(x : T).E; +
U sort and therefore Z; + T sort, so because T € Tm® |Z;| - we can apply Proposition@to
derive T'+v:E;. From T+ "t7: Vand V = T[v] and T + T[v] sort we can derive I' + "¢ :
T[v] and therefore T + v,"¢t" : E1,x : T. We can now apply the i.h. to the third premise to

derive ' Fv,"t7,"u™ : E1.(x : T).Ey, from which we get ' F d("t";"u™) : U[v, "¢, Tu™].

« Case

VAR
x: Tell —
I'tx=T

Trivial.
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o Case

JoG
Tle:()rteE

T > ¢(Z) sort
T+ c(t) & sort

By validity of the theory we have = I and therefore we can apply the i.h. toshowI' - "t7 : E,
from which we conclude I + ¢("t™) sort.

« Case
EMpTYMSUB
Fv:0re&<=(4)
Trivial.
« Case

ExTMSUB
Fv:0rteE TA[v,"t" |+t = T[v,"t7]

T|v:0rtXat = (5 x{A}:T)

By hypothesis we have ©.Z, x{A} : T r, from which we get ©.E  and ©.Z; A + T sort. By
the i.h. applied to the first premise we get ' + v, t" : ©.E, so by Proposition [2.6| applied
with ©.2;A + T sort we get I A[v,"t7] + T[v,"t"] sort. Now we can apply the i.h. to
the second premise and get I A[v,"t7] + "t7 : T[v,"t"], from which we can conclude
Trv,"t,%.t: 0.8 x{A}: T. O

Theorem 3.6 (Completeness). Suppose that the underlying theory T is valid.
« Ift isinferable andT' v "t : T thenT +t > U withT = U
o Ift is checkable andT + "t7 : T then we haveT +t & T
o IfT is checkable andT + "T7 sort thenT + T < sort
« Iftischeckable andT + v,"t" : ©.E2 then we havel' |v: Ot & E

Proof. We instead need to show a stronger statement for the induction to go through. Suppose
that the underlying theory T is valid.

« If tisinferableand T+ "¢t7: T thenforallT" =T we haveI' +t = U forsome U =T
« If t is checkable and T+ "¢t : T thenforall T’ =T and T" =T we haveI" + t & T’
« If T is checkable and T + "T7 sort then for allT” =T we have I’ + T < sort

o If tis checkable and T + v,"t" : ©.Z thenforall T’ =T andv' = vwe haveI” | v/ : © +
te=

The proof is by induction on the inferable/checkable term or checkable substitution.

« Caset = x : By inversion of typing we have x : T € I', soforall " =T we have I + x = T’
for some T” = T.
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« Case t = d(u;t) : By inversion of typingon T + "¢7 : T we have
dE;x:U;Ey): VeT
F'rv,™u?,"t7: El.(X : U)Eg
Frd("u™"t) :Vv,"u™,"t7]
Frd("u™"t"): T

T=V[v,"u","t7]

LetT" =T.From T Fv,"u™,"t": E;.(x : U).E; we then get T' + "u™ : U[v], so because u is
inferrable, by the i.h. we obtain some U’ = U[v] such that I” + u = U’. By Proposition[3.3|
we then get U < U’ ~ v/ with v = v’. Then, because t is checkable, by the i.h. we derive
I’ (v,"u™) : (E,x: U) + t & E,. We therefore conclude IV + d(u;t) = V[v/,"u™,"t7],
where V[v/,"u™,"t7] = T.

« Caset=u:LetI" =T and U = T. By ih. we have I'" + u = T’ for some T’ = T. Therefore,
by switch we get I'" + u < U.

« Case t = ¢(t) : We have two cases to consider: either T' + ¢("t7) : T or T + ¢("t7) sort.

— Suppose we have I'  ¢("t7) : T. By inversion of typing we then have
C(El;Ez) :UeT
Frv,"t7: 5.5,
TCre("tT):Ulv]

T=Uv—mey ot

LetI" = T and T’ = T. By Proposition[3.3] we get U < T’ ~» v’ for some v/ = v.
Then, because t is checkable, by the i.h. we derive I'” | v/ : E; + t & E,. Therefore,
we conclude IV + ¢(t) & T'.

— Suppose we have I' + ¢("t™) sort. By inversion of typing we then have

c(Z)sorteT
F'r"t": =
I'+ce("t?) sort

LetI" =T. By theih wegetT’ | e: (-) F t & &, and thus I’ + ¢(t) < sort.
« Case t = ¢: Trivial.

« Case t = u,X.t : By inversion of typing on T + v,"t7 : ©.E we get the following, where
=E=E,x{A}: T.

F'tv,"u™:0.2 T A[v,"u]r"t7: T[v, 7]

Trv,"u,X."t7: 0.5, x{A}: T

LetT” =T and v’ = v. Because u is checkable, by i.h. we haveI'” | v/ : ©® + u & =’. Because
t is checkable, by the ih. we get I".A[v’,"u™] + t & T[v/,"u]. Therefore, we conclude
I'| v :0ruxt < (B, x{A}:T).
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3.4 Consequences of the equivalence
Decidability of typing
Lemma 3.7 (Functionality of matching).
o Foreacht and u, there is at most one v such thatt < u ~> v
« For each t andu, there is at most one v such thatt <u~> v
Proof. By induction on the pattern ¢ or t. O
Lemma 3.8 (Functionality of inference). ForeachT andt, thereis at mostoneT suchthatT vt = T.

Proof. GivenT + t = Ty and T + t = T, we show Ty = T, by induction on the first derivation,
using Lemma O

Lemma 3.9 (Decidability of conversion). Ife ande’ are weak normalizing, then e = e’ is decidable.

Proof. We have e = ¢’ iff they reduce to the same normal form. Because our rewrite systems are
orthogonal and fully-extended, it follows by [[van Raamsdonk(1997), Theorem 10] that the maximal
outermost strategy is normalizing, and therefore can be used to decide if e and e’ have the same
normal forms. O

Remark 3.10. In the proof of Lemma[3.9] it would also have been possible to check that e = ¢’
by enumerating all the rewrite sequences issuing from e and e’, which would eventually lead to
their normal forms. It is however clear that the underlying algorithm of our proof is much more
efficient, and would be the preferred choice for an implementation.

We say that a theory T is weak normalizing if for all expressions e with I' - esortorT'Fe: T
orI' F e : E we have that e is weak normalizing.

Theorem 3.11 (Decidability of typing). Suppose that the underlying theory T is valid and weak
normalizing.

o Ift is inferable and T \ then the statement 3T. (I + "t : T) is decidable.

« Ift is checkable and T + T sort then the statement T + "t : T is decidable.

« IfT is checkable andT v then the statement ' + "T 7 sort is decidable.

o Iftis checkable and ©.E + and T + v : © then the statementT + v, "t : ©.E is decidable.
Proof. By Theorems 3.5|and 3.6]it suffices the show the following.

« If t is inferable and T + then the statement 3T. (T + t = T) is decidable.

« If t is checkable and I + T sort then the statement I' + ¢ < T is decidable.

« If T is checkable and T  then the statement I' + T < sort is decidable.

« If tis checkable and ©.Z + and T + v : © then the statement T’ | v: © + t & E is decidable.

We now proceed with the proof, which is by induction on the inferable/checkable term or
checkable substitution.
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« Case t = c(u) : We have two possibilities, either ¢(Z1;E3) : U € T or ¢(E) sort € T.

— Suppose ¢(E1;Ez) : U € T, in which case we are to decide T + ¢(u) < T. By weak
normalization of the theory and I' + T sort it follows that T has a normal form, and
therefore by Proposition [3.4 we get that 3v. U < T ~» v is decidable. We now do a
case analysis on this last statement.

» If U < T ~ v does not hold for any v, it follows that T’ + c(u) < T is not
derivable.

» If U < T ~ v holds, we apply Proposition [3.2| to derive T —* U[v]. Then,
by Theorem applied to I' + T sort we get I' + U[v] sort, and by validity of
the theory we have =; + U sort, so by Proposition we derive I' + v : Ey.
By validity of the theory once again we have Z;.E; F, so by i.h. we get that
I'|v:E;+Fu& Eyisdecidable. If T | v : Z; F u & E; holds then it follows that
I + c(u) < T holds. Otherwise I' + c(u) < T does not hold, as by Lemma 3.7]
there can be no other v with U < T ~» v’ for which T | v/ : E; + u & Z, holds.

— Suppose ¢(E) sort € T, in which case we are to decide I + c(u) < sort. By validity of
the theory we have = F, so by i.h. we get thatT' | ¢ : (-) F u & = is decidable. Because
this holds iff T + c(u) < sort is derivable, it follows that the latter is decidable.

o Caset = x : Trivial.

« Caset = d(u;t) : Let d(E;x : U;Ey) : V € T. By ih. it follows that 3U'. T + u = U’ is
decidable. We now do a case analysis on this last statement.

- If3U’.T + u = U’ is not derivable, it follows that 3T. T + d(u;t) = T is not derivable.

- IfT + u = U’ is derivable, then by Theoremit follows that T v "u™ : U’ holds.
By Proposition and weak normalization of the theory it follows that U’ is weak
normalizing, so by Proposition [3.4]it follows that 3v. U < U’ ~» v is decidable. We
now do a case analysis on this last statement.

«» If 3v. U < U’ ~ v does not hold, it follows that 3T. T + d(u;t) = T does not
hold neither. Indeed, by Lemmathere can be no other U” withT + u = U”
for which 3v. U < U” ~» v holds.

+ If3v.U < U’ ~» vis derivable, then by Proposition[3.2lwe get U —* U[v], so by
Theorem[2.11|applied to T + U’ sort we get I’ + U [v] sort. By validity of the theory,
we have Z;.(x : U).E; + V sort and thus Z; + U sort, so because U € Tm" |Z] -
we can apply Proposition [2.10] to derive T + v : E;. From I + "u” : U’ and
U’ = Ul[v] and T + U|[v] sort we can derive I' + "u : U[v], and therefore we
haveT + v,"u™ : E1,x : U. Now we can apply the i.h. to show that T | (v,"u™) :
B, X : U+ u & E, is decidable. If this last statement holds, then we conclude
thatT + d(u;t) = U[v, "u7, "t7] holds. Otherwise IT. T + d(u;t) = T does not
hold, as by Lemmas and it follows that there can be no other U” and v’
withT'Fu = U” andU < U” ~ v/ for whichT | (v/,"u™") : E,x: U ru & &,
holds.

« Case t = u: By ih. we have that 3U. T' + u = U is decidable. If this statement does not
hold, it follows that I’ + u < T does not hold, otherwise by Theoremwe getT'+"u™: U,
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which by Proposition[2.7]implies I' - U sort. We also have I - T sort so it follows that both
U and T are weak normalizing, therefore by Lemmawe can decide whether T = U holds.
If this is the case, then it follows that I'  u < T holds. Otherwise I' + u < T cannot hold,
as by Lemma 3.8|there can be no other U’ with T + u = U’ for which T = U’ holds.

o Caset = ¢: Trivial.

. Case t = u,X.t : We must have Z = 2/, x{A} : T, otherwise it is clear that T | v: O+ t & E
is not derivable. From ©.E’,x{A} : T + we then get ©.E" + and ©.Z’; A + T sort. By ih.
we then get that ' | v : © + u < E’ is decidable. If this does not hold, then it is clear
thatT' | v : ® + t & E is not derivable, so in the following we assume that we have
I'|v:O+Fu« E. Then, by Theorem 3.5 we get I' + v,"u” : ©.5', so by applying
Proposition [2.6) with ©.Z"; A + T sort we get I.A[v,"u”] + T[v,"u”] sort. By ih. we
therefore get that T.A[v, "u™] + t & T[v, "u] is decidable, hence by testing this statement
we candecide T | v: O F u,x.t & Z,x{A}: T. O

Unicity of sorts

Theorem 3.12 (Unicity of sorts). Suppose that the underlying theory T is valid. Ift is inferable and
F'r"t":TandT +"t":U thenT = U.

Proof. By Theorem[B.6we getT' +t = T' withT = T’ fromT + "t7 : Tand T + t = U’ with
U=U’fromT r "t": U. By Lemma[3.8 we then get T’ = U’ and therefore T = U. ]
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