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Generic bidirectional typing
for dependent type theories

Thiago Felicissimo

Université Paris-Saclay, INRIA, LMF, ENS Paris-Saclay
thiago.felicissimo@inria.fr

Abstract. Bidirectional typing is a discipline in which the typing judg-
ment is decomposed explicitly into inference and checking modes, allow-
ing to control the flow of type information in typing rules and to specify
algorithmically how they should be used. Bidirectional typing has been
fruitfully studied and bidirectional systems have been developed for many
type theories. However, the formal development of bidirectional typing
has until now been kept confined to specific theories, with general guide-
lines remaining informal. In this work, we give a generic account of bidi-
rectional typing for a general class of dependent type theories. This is
done by first giving a general definition of type theories (or equivalently, a
logical framework), for which we define declarative and bidirectional type
systems. We then show, in a theory-independent fashion, that the two
systems are equivalent. This equivalence is then explored to establish the
decidability of typing for weak normalizing theories, yielding a generic
type-checking algorithm that has been implemented in a prototype and
used in practice with many theories.

Keywords: Type Theory · Bidirectional Typing · Logical Frameworks

1 Introduction

Algebraic [13,7] and logical framework [23,40,8,20] presentations of dependent
type theories suffer from the verbosity of the required explicit type annotations,
which destroys any hope of practical usability. In these settings, every type
argument must be explicitly spelled out: an application is written as 𝑡@𝐴,𝑥.𝐵𝑢,
a dependent pair as ⟨𝑡, 𝑢⟩𝐴,𝑥.𝐵, cons as 𝑡 ::𝐴 𝑙 and the list goes on.

In order to restore usability, standard presentations of dependent type the-
ories omit the majority of these annotations, so one writes 𝑡 𝑢 for application,
⟨𝑡, 𝑢⟩ for a dependent pair, 𝑡 :: 𝑙 for cons, etc. This unannotated syntax is so
common that readers not familiar with algebraic presentations of type theory
might not even realize that an omission is being made.

The omission of type arguments has nevertheless a cost: because knowing
them is still important when typing terms, it becomes unclear how to do this
algorithmically, even when decidability of conversion holds. Take for instance
the typing rule for the dependent pair: in order to type ⟨𝑡, 𝑢⟩ one needs to guess
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the arguments 𝐴 and 𝐵, as unlike for the fully-annotated version ⟨𝑡, 𝑢⟩𝐴,𝑥.𝐵 these
are not stored in the syntax.

Γ ⊢ 𝐴 type Γ, 𝑥 : 𝐴 ⊢ 𝐵 type Γ ⊢ 𝑡 : 𝐴 Γ ⊢ 𝑢 : 𝐵[𝑡/𝑥]
Γ ⊢ ⟨𝑡, 𝑢⟩ : Σ𝑥 : 𝐴.𝐵

A solution to this problem is provided by bidirectional typing [31,15,18,19,36].
In this typing discipline, the declarative typing judgment Γ ⊢ 𝑡 : 𝐴 is decomposed
explicitly into inference Γ ⊢ 𝑡 ⇒ 𝐴, where Γ and 𝑡 are inputs and 𝐴 is an output,
and checking Γ ⊢ 𝑡 ⇐ 𝐴, where Γ, 𝑡 and 𝐴 are all inputs. The important point
is that, by using these new judgments to control the flow of type information in
a typing rule, one can specify algorithmically how the rule should be used. For
instance, the following rule clarifies how one should type ⟨𝑡, 𝑢⟩: the types 𝐴 and
𝐵 are not be guessed, but instead recovered from the type 𝐶, which should be
given as input.

𝐶 −→∗ Σ𝑥 : 𝐴.𝐵 Γ ⊢ 𝑡 ⇐ 𝐴 Γ ⊢ 𝑢 ⇐ 𝐵[𝑡/𝑥]
Γ ⊢ ⟨𝑡, 𝑢⟩ ⇐ 𝐶

We therefore see that bidirectional typing is the natural companion for an
unannotated syntax, as it allows to algorithmically explain how the missing
information can be retrieved.

Bidirectional typing has been fruitfully studied and bidirectional systems
have been developed for many type theories [15,29,21,1,33,2]. However, the for-
mal development of bidirectional typing has until now remained confined to
specific theories, with general guidelines remaining informal. One can then nat-
urally wonder if it would be possible to define a framework in which bidirectional
typing could be studied generically, putting its general theory in solid ground.
This is exactly the goal of this paper.

We contribute a theory-independent account of bidirectional typing. For this,
we start by giving a general definition of type theories (or equivalently, a logical
framework), which differs from previous frameworks [40,25] by allowing for the
usual unannotated syntaxes most often used in practice. Each such theory then
defines a declarative type system, which is shown to satisfy good properties like
weakening, substitution and, for well-behaved theories, subject reduction.

Then, to formulate our bidirectional system we first address the known prob-
lem that some unannotated terms cannot be algorithmically typed [17]. We pro-
pose generic notions of inferable and checkable terms which, for non-degenerate
theories, coincide respectively with neutrals and normal forms, and then for-
mulate our bidirectional system for this subset of terms. As argued in previous
works [33,1], this restriction is reasonable because users of type theory usually
only write terms in normal forms. We then show, in a theory-independent fash-
ion, that the bidirectional system is sound and complete with respect to the
declarative system, establishing an equivalence between the two.

This equivalence is then explored to establish, for weak normalizing theories,
the decidability of inference for inferable terms, and the decidability of checking
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for checkable terms. This proof gives rise to generic type inference and checking
algorithms, which have been implemented in a prototype, allowing it to be used
in practice with multiple theories. This implementation is openly available at
https://github.com/thiagofelicissimo/BiTTs.

Plan of the paper We start in Section 2 by giving our general definition of type
theories. We then move to Section 3, in which we give the declarative type system
and show it satisfies nice properties. Section 4 then gives the bidirectional type
system and its proof of equivalence with the declarative one. In Section 5 we show
various examples of theories which are instances of our framework. We finish by
discussing related work in Section 6 and then we conclude with Section 7.

2 General type theories

In this section, we give a general definition of type theories (or equivalently, a log-
ical framework) for which we will give declarative and bidirectional type systems
in later sections. Our definition is inspired by recent proposals of general defini-
tions of type theories [25,40] and by the logical framework literature [23,8,22,35].
Our definition however crucially departs from these works by allowing for unan-
notated syntaxes and by exploring the constructor/destructor symmetries of
symbols and rules in type theories.

We start the section by defining the raw syntax of our theories. Then, after
defining patterns and substitution, we give one of the central definitions of our
work: the one of theory. We finish the section by describing the rewrite judgment
used to define the definitional equality of our type theories.

2.1 Raw Syntax

Scopes and signatures The basic ingredients of our raw expressions are variables,
metavariables and symbols. These are specified by scopes and signatures, which
we define by the following grammars.

Scope ∋ 𝛾, 𝛿 ::= · | 𝛾, 𝑥

MScope ∋ 𝜃, 𝜉 ::= · | 𝜃, x{𝛿}

Sig ∋ Σ ::= · | Σ, 𝑐(𝜃) | Σ, 𝑑 (𝜃)

Let us go through the definition. A (variable) scope 𝛾 is simply a list of variables,
whereas a metavariable scope 𝜃 is a list of metavariables, each being accompanied
by a variable scope 𝛿 explaining the arguments each metavariable expects. A
signature Σ then assigns a metavariable scope 𝜃 to each symbol, also explaining
the arguments it expects.

We see that, from the start, we split symbols in two classes: constructors 𝑐

and destructors 𝑑. This separation will be justified by the fact that each of these
two classes will play a different role in our theories: destructors are the source of

https://github.com/thiagofelicissimo/BiTTs
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computation and are bidirectionally typed in mode infer, whereas constructors
are the results of computations and are bidirectionally typed in mode check.

In the following, we write 𝛾.𝛿 and 𝜃.𝜉 for scope concatenation, and we write
constructor names in blue and destructor names in orange.

Example 1. The following signature Σ𝜆Π defines the raw syntax of a basic Martin-
Löf Type Theory (MLTT) with only dependent functions.

Ty, Tm(A), Π(A, B{𝑥}), 𝜆(t{𝑥}), @(u) (Σ𝜆Π)

The entry for @ might seem a bit strange since application usually takes two
arguments, t and u. As we will see, destructors automatically take an extra
argument, so we do not need to specify one for t. The reason for including
symbols Ty and Tm will also become clear later.

Terms and spines Given a fixed signature Σ, we then define the terms, (variable)
substitutions and metavariable substitutions by the following grammars.

Tm 𝜃 𝛾 ∋ 𝑡, 𝑢, 𝑣, 𝑇,𝑈 ::= | 𝑥 if 𝑥 ∈ 𝛾

| x{®𝑡 ∈ Sub 𝜃 𝛾 𝛿} if x{𝛿} ∈ 𝜃
| 𝑐(t ∈ MSub 𝜃 𝛾 𝜉) if 𝑐(𝜉) ∈ Σ
| 𝑑 (𝑡 ∈ Tm 𝜃 𝛾; t ∈ MSub 𝜃 𝛾 𝜉) if 𝑑 (𝜉) ∈ Σ

Sub 𝜃 𝛾 𝛿 ∋ ®𝑡, ®𝑢, ®𝑠, ®𝑣 ::= | 𝜖 if 𝛿 = ·

| ®𝑢 ∈ Sub 𝜃 𝛾 𝛿′, 𝑡 ∈ Tm 𝜃 𝛾 if 𝛿 = 𝛿′, 𝑥

MSub 𝜃 𝛾 𝜉 ∋ t,u, s,v ::= | 𝜖 if 𝜉 = ·

| u ∈ MSub 𝜃 𝛾 𝜉′, ®𝑥𝛿 .𝑡 ∈ Tm 𝜃 𝛾.𝛿 if 𝜉 = 𝜉′, x{𝛿}

We go through the definition step by step. First, we elect an intrinsically-
scoped presentation of syntax, so the definitions of terms, substitutions and
metavariable substitutions are each indexed by a scope 𝛾 and a metavariable
scope 𝜃, describing the variables and metavariables that can appear free.

A term is then either a variable 𝑥, a metavariable x applied to a substitu-
tion ®𝑡, a constructor 𝑐 applied to a metavariable substitution t or a destructor
𝑑 applied to a term 𝑡 and a metavariable substitution t. At the level of syntax,
the main difference between constructors and destructors is that the latter are
automatically applied to a first argument, called the principal argument. Note
also that we require each variable and metavariable to be in scope, and each
metavariable or symbol to be applied to a substitution matching its scope of
arguments, as specified by 𝜃 or Σ.

A (variable) substitution ®𝑡 ∈ Sub 𝜃 𝛾 𝛿 is then either the empty substitution
when 𝛿 is empty, or a substitution ®𝑢 ∈ Sub 𝜃 𝛾 𝛿′ and a term 𝑡 ∈ Tm 𝜃 𝛾

when 𝛿 = 𝛿′, 𝑥. Therefore, we see that the scope 𝛿 describes the output (or the
domain of definition) of the substitution ®𝑡. Similarly, a metavariable substitution
t ∈ MSub 𝜃 𝛾 𝜉 is either empty when 𝜉 is empty, or a metavariable substitution
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u ∈ MSub 𝜃 𝛾 𝜉′ and a term 𝑡 ∈ Tm 𝜃 𝛾.𝛿 when 𝜉 = 𝜉′, x{𝛿}. Unlike variable
substitutions, we see that metavariable substitutions are allowed to extend the
scope of their arguments. This allows for symbols whose arguments can bind
variables, as in the cases for 𝜆 and Π in the following example.

Example 2. The terms defined by the signature Σ𝜆Π are given by the following
grammar, where we omit the scope requirements for variables and metavariables.

𝑡, 𝑢, 𝐴, 𝐵 ::= 𝑥 | x{®𝑡} | Ty | Tm(𝐴) | 𝜆(𝑥.𝑡) | Π(𝐴, 𝑥.𝐵) | @(𝑡; 𝑢)

In the following, given a metavariable substitution t ∈ MSub 𝜃 𝛾 𝜉 and
x{𝛿} ∈ 𝜉, we write tx ∈ Tm 𝜃 𝛾.𝛿 for the term in t at the position pointed by x.
Similarly, given a substitution ®𝑡 ∈ Sub 𝜃 𝛾 𝛿 and 𝑥 ∈ 𝛿, we write 𝑡𝑥 ∈ Tm 𝜃 𝛾 for
the term in ®𝑡 at the position pointed by 𝑥.

Contexts Given a fixed signature Σ, we define the (variable) contexts and metavari-
able contexts by the following grammars.

Ctx 𝜃 𝛾 ∋ Γ,Δ ::= · | Γ ∈ Ctx 𝜃 𝛾, 𝑥 : 𝑇 ∈ Tm 𝜃 𝛾.|Γ |

MCtx 𝜃 ∋ Θ,Ξ ::= · | Θ ∈ MCtx 𝜃, x{Γ ∈ Ctx 𝜃.|Θ| (·)} : 𝑇 ∈ Tm 𝜃.|Θ| |Γ |

These are specified mutually with the underlying scopes |Γ | of Γ and |Θ| of Θ,
defined by the following clauses.

|_| : Ctx 𝜃 𝛾 → Scope |_| : MCtx 𝜃 → MScope
| · | := · | · | := ·
|Γ, 𝑥 : 𝑇 | := |Γ |, 𝑥 |Θ, x{Δ} : 𝑇 | := |Θ|, x{|Δ|}

A context Γ ∈ Ctx 𝛾 𝜃 is either empty, or composed by a context Γ′ ∈ Ctx 𝛾 𝜃

and a variable 𝑥 with a term 𝑇 ∈ Tm 𝜃 𝛾.|Γ′ |. The first important thing to
note is that the term 𝑇 lives not in scope 𝛾, but in the extension of 𝛾 with the
underlying scope of Γ′, meaning that each entry in the context has access to
the previously declared variables. Second, like in other frameworks [40], in ours
terms also play the role of judgments, as explained by the following example.

Example 3. In MLTT we have two judgment forms: □ type for classifying types,
and □ : 𝐴 for classifying terms. In our framework, these are represented by the
constructors Ty and Tm. For instance, the context 𝐴 type, 𝑥 : 𝐴, 𝑦 : (Π𝑧 : 𝐴.𝐴)
of MLTT is represented in our framework as

𝐴 : Ty, 𝑥 : Tm(𝐴), 𝑦 : Tm(Π(𝐴, 𝑧.𝐴))

which is syntactically well-formed in the signature Σ𝜆Π. We can also write some
strange contexts like 𝑥 : 𝜆(𝑧.𝑧), 𝑦 : 𝑥, which will be eliminated later by typing.

The case of a metavariable context Θ ∈ MCtx 𝜃 is similar. We have either Θ

empty or Θ = Θ′, 𝑥{Δ} : 𝑇 , where Δ has access to metavariables in 𝜃 and Θ, and
𝑇 has moreover access to the variables in Δ.
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Notation 1. We finish this subsection by establishing some notations.

– We write 𝑒 ∈ Expr 𝜃 𝛾 to mean any of the following: 𝑒 ∈ Tm 𝜃 𝛾 or 𝑒 ∈
Sub 𝜃 𝛾 𝛿 or 𝑒 ∈ MSub 𝜃 𝛾 𝜉 or 𝑒 ∈ Ctx 𝜃 𝛾.

– If the underlying signature is not clear from the context, we write TmΣ,
SubΣ, MSubΣ, CtxΣ, MCtxΣ in order to make it explicit.

– We write Ctx 𝜃 for Ctx 𝜃 (·), Ctx for Ctx (·) (·) and MCtx for MCtx (·).

Remark 1. Because we work with a nameful syntax, we allow ourselves to im-
plicitly weaken expressions: if 𝑒 ∈ Expr 𝜃 𝛾 and 𝜃 is a subsequence of 𝜃′ and 𝛾

is a subsequence of 𝛾′ then we also have 𝑒 ∈ Expr 𝜃′ 𝛾′. Nevertheless, we expect
that our proofs can be formally carried out using de Bruijn indices, by properly
inserting weakenings whenever needed, and showing all the associated lemmata.

2.2 Substitution

Before defining the application of a substitution to a term, we first need to
define the identity substitutions, by the following clauses. Note that, while the
identity variable substitution id𝛾 is just the list of variables from 𝛾, the identity
metavariable substitution id𝜃 needs to eta-expand each metavariable x{𝛿} ∈ 𝜃 to
®𝑥𝛿 .x{id𝛿} in order for the result to be a valid metavariable substitution. In the
following, we sometimes abuse notation and write idΓ for id |Γ | and idΘ for id |Θ | .

id_ : (𝛾 ∈ Scope) → Sub (·) 𝛾 𝛾

id( ·) := 𝜀

id𝛾,𝑥 := id𝛾 , 𝑥

id_ : (𝜃 ∈ MScope) → MSub 𝜃 (·) 𝜃
id( ·) := 𝜀

id𝜃,x{𝛾} := id𝜃 , ®𝑥𝛾 .x{id𝛾}

We can now define by Figure 1 the application of a substitution to an ex-
pression. Given a variable substitution ®𝑣 ∈ Sub 𝜃 𝛾1 𝛾2 its application to an
expression 𝑒 ∈ Expr 𝜃 𝛾2 gives 𝑒[®𝑣] ∈ Expr 𝜃 𝛾1, and given a metavariable
substitution v ∈ MSub 𝜃1 𝛿 𝜃2 its application to an expression 𝑒 ∈ Expr 𝜃2 𝛾

gives 𝑒[v] ∈ Expr 𝜃1 𝛿.𝛾. The main case of the definition is when we substitute
v ∈ MSub 𝜃1 𝛿 𝜃2 in the term x{®𝑡} ∈ Tm 𝜃2 𝛾. If x{𝛾x} ∈ 𝜃, then by recursively
substituting v in ®𝑡 we get ®𝑡 [v] ∈ Sub 𝜃1 𝛿.𝛾 𝛾x. We then have vx ∈ Tm 𝜃1 𝛿.𝛾x,
so by substityting the variables in 𝛾x by ®𝑡 [v] and the ones in 𝛿 by id𝛿 we get
vx [id𝛿 , ®𝑡 [v]] ∈ Tm 𝜃1 𝛿.𝛾.

Substitution application satisfies all the expected laws, such as 𝑒[v] [u] =
𝑒[v[u]], 𝑒[id𝛾] = 𝑒 and id𝜃 [v] = v — we refer to the technical report for a
detailed account of these properties, and for the full definition of substitution.

2.3 Patterns

There will be a need to isolate a special class of expressions that will be shown
later to support decidable and unitary matching. This will be needed both to
define the rewrite rules of our theories and to determine when omitted arguments
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_[_] : Tm 𝜃 𝛾2 → Sub 𝜃 𝛾1 𝛾2

→ Tm 𝜃 𝛾1

𝑥 [®𝑣] := 𝑣𝑥

x{®𝑡}[®𝑣] := x{®𝑡 [®𝑣]}
𝑐(t) [®𝑣] := 𝑐(t[®𝑣])
𝑑 (𝑡;u) [®𝑣] := 𝑑 (𝑡 [®𝑣];u[®𝑣])

_[_] : Tm 𝜃2 𝛾 → MSub 𝜃1 𝛿 𝜃2

→ Tm 𝜃1 𝛿.𝛾

𝑥 [v] := 𝑥

x{®𝑡}[v] := vx [id𝛿 , ®𝑡 [v]]
𝑐(t) [v] := 𝑐(t[v])
𝑑 (𝑡;u) [v] := 𝑐(𝑡 [v];u[v])

Fig. 1. Application of a variable or metavariable substitution (excerpt)

can be recovered. For this, given a fixed signature Σ, we define the term patterns
and metavariable substitution patterns by the following grammars.

TmP 𝜃 𝛾 ∋ 𝑡, 𝑢 ::= | x{id𝛾} if 𝜃 = x{𝛾}

| 𝑐(t ∈ MSubP
𝜃 𝛾 𝜉) if 𝑐(𝜉) ∈ Σ

MSubP
𝜃 𝛾 𝜉 ∋ t,u ::= | 𝜖 if 𝜉 = · and 𝜃 = ·

| t ∈ MSubP
𝜃1 𝛾 𝜉′, ®𝑥𝛿 .𝑡 ∈ TmP 𝜃2 𝛾.𝛿 if 𝜉 = 𝜉′, x{𝛿} and 𝜃 = 𝜃1.𝜃2

As we can see, the only symbols that are allowed to appear in patterns are
constructors. This will be essential later to ensure that patterns do not only
support syntactic matching, but also matching modulo rewriting. Moreover, our
patterns are linear, and so each metavariable in scope occurs exactly once. Fi-
nally, our patterns are fully-applied, meaning that each metavariable occurrence
is fully applied to all variables in scope.

Example 4. In the signature Σ𝜆Π we can build the pattern

Tm(Π(A, 𝑥.B{𝑥})) ∈ TmP (A, B{𝑥}) (·)

We have the inclusions TmP 𝜃 𝛾 ⊂ Tm 𝜃 𝛾 and MSubP
𝜃 𝛾 𝜉 ⊂ MSub 𝜃 𝛾 𝜉,

which we use to implicitly coerce patterns into regular expressions when needed.

2.4 Theories

We now come to a central definition in our work, that of a theory T. We define
inductively how a theory is built, simultaneously with its underlying signature |T|
— technically, our definition is by small induction-recursion. The base case covers
the empty theory T = (·), so assuming now a theory T is given we can extend
it with two types of entries: schematic typing rules and rewrite rules. We start
with the first, which come in three kinds: sort, constructor and destructor rules.
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Sort rules In our framework, a sort 𝑇 is a term that can appear to the right
of a colon.1 As hinted in Example 3, and following [13,40,39], sorts are used to
specify the judgment forms of a theory. For instance, the two judgment forms of
MLTT "□ type" and "□ : 𝐴" are defined by the following.

⊢ Ty sort

⊢ A : Ty

⊢ Tm(A) sort

Formally, a sort rule is of the form

𝑐(Ξ ∈ MCtx |T | ) sort

and the previously shown rules are just an informal notation for Ty(·) sort and
Tm(A : Ty) sort. In the following, we will make use of such informal represen-
tations in order to enhance readability of schematic rules. Note also that the
premises (e.g. ⊢ A : Ty) correspond to entries in the metavariable context of the
rule, and henceforth we will use these two points of view interchangeably.

Constructor rules Like most works in bidirectional typing [31,18,1,15], our frame-
work imposes that constructors are to be bidirectionally typed in mode check,
and thus the sort of the conclusion can be used to recover arguments which are
not recorded in the syntax. To capture this, premises are split into two metavari-
able contexts Ξ1 and Ξ2, where Ξ1 is erased and Ξ2 is stored in the term. The sort
𝑇 is then required to be a pattern containing the metavariables of Ξ1, leading to
constructor rules of the following form.

𝑐(Ξ1 ∈ MCtx |T | ; Ξ2 ∈ MCtx |T | |Ξ1 |) : 𝑈 ∈ TmP
|T | |Ξ1 | (·)

Two examples of constructor rules are the ones for Π and 𝜆 — note however
that the one for Π is slightly degenerate, given that we have Ξ1 = · and thus no
erased premises.

⊢ A : Ty 𝑥 : Tm(A) ⊢ B : Ty

⊢ Π(A, B) : Ty

⊢ A : Ty 𝑥 : Tm(A) ⊢ B : Ty
𝑥 : Tm(A) ⊢ t : Tm(B{𝑥})
⊢ 𝜆(t) : Tm(Π(A, 𝑥.B{𝑥}))

These are just informal notations for Π(·; A : Ty, B{𝑥 : Tm(A)} : Ty) : Ty
and 𝜆(A : Ty, B{𝑥 : Tm(A)} : Ty; t{𝑥 : Tm(A)} : Tm(B{𝑥})) : Tm(Π(A, 𝑥.B{𝑥})).

Destructor rules As for constructor rules, in destructor rules premises are also
separated into erased Ξ1 and non-erased Ξ2 parts. However, unlike constructors,
destructors are bidirectionally typed in inference mode. In this case, the erased
arguments in Ξ1 are not to be recovered from the sort of the conclusion, but
instead by inferring the sort of the principal argument which is required to be

1 We avoid calling them "types" to prevent a name clash with the types of the theories
we define. Still, we allow ourselves to say "𝑡 is typed by sort 𝑇" to mean 𝑡 : 𝑇 .
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a pattern containing the metavariables of Ξ1. The destructor rules are therefore
of the following form.

𝑑 (Ξ1 ∈ MCtx |T | ; x : 𝑇 ∈ TmP
|T | |Ξ1 | (·); Ξ2 ∈ MCtx |T | ( |Ξ2 |, x)) : 𝑈 ∈ Tm |T | ( |Ξ1 |, x, |Ξ2 |) (·)

The main example of destructor rule is the application rule

⊢ A : Ty 𝑥 : Tm(A) ⊢ B : Ty ⊢ t : Tm(Π(A, 𝑥.B{𝑥})) ⊢ u : Tm(A)
⊢ @(t; u) : Tm(B{t})

which is just an informal notation for

@(A : Ty, B{𝑥 : Tm(A)} : Ty; t : Tm(Π(A, 𝑥.B{𝑥})); u : Tm(A)) : Tm(B{u})

Rewrite rules Finally, the last type of rules are rewrite rules, which allow us
to specify the definitional equality (also known as conversion) of the theory. As
suggested by our constructor/destructor separation of symbols, the left-hand
side of rewrite rules are to be headed by destructors. Moreover, to ensure the
decidability of rewriting, we also ask both arguments 𝑡 and u of the left hand side
𝑑 (𝑡;u) to be patterns. The right-hand side of the rule is then a term containing
only the metavariables introduced by 𝑡 and u. The rewrite rules are hence of the
following form, where 𝑑 (𝜉) ∈ |T|.

𝜃1; 𝜃2 ⊩ 𝑑 (𝑡 ∈ TmP
|T | 𝜃1 (·);u ∈ MSubP

|T | 𝜃2 (·) 𝜉) ↦−→ 𝑟 ∈ Tm |T | 𝜃1.𝜃2 (·)

We shall also ask for a supplementary condition: in order to extend a theory
T with a rule 𝜃1; 𝜃2 ⊩ 𝑙 ↦−→ 𝑟, there can be no rule 𝜃′1; 𝜃

′
2 ⊩ 𝑙

′ ↦−→ 𝑟 ′ in T such that
we have 𝑙 [v] = 𝑙′ [v′] for some v and v′. As discussed in the next subsection,
this will ensure that rewrite systems are confluent by construction.

The prototypical example of rewrite rule is the computation rule for func-
tions: the 𝛽-rule from the 𝜆-calculus.

t{𝑥}; u ⊩ @(𝜆(𝑥.t{𝑥}); u) ↦−→ t{u}

Underlying signature Finally, the recursive definition of the underlying signature
of a theory is given by the following clauses. As we can seen, in both constructor
and destructor rules the metavariable context of erased premises Ξ1 is omitted
from the syntax. Moreover, rewrite rules are simply ignored when computing the
underlying signature.

|_| : Thy→ Sig |T, 𝑐(Ξ1;Ξ2) : 𝑈 | := |T|, 𝑐( |Ξ2 |)
| · | := · |T, 𝑑 (Ξ1; x : 𝑇 ;Ξ2) : 𝑈 | := |T|, 𝑑 ( |Ξ2 |)
|T, 𝑐(Ξ) sort| := |T|, 𝑐( |Ξ|) |T, 𝜃1; 𝜃2 ⊩ 𝑑 (𝑡;u) ↦−→ 𝑟 | := |T|

Example 5. By putting together all of the rules previously seen in this subsec-
tion, we get the following theory T𝜆Π defining a basic version of MLTT with only
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dependent functions.

Ty(·) sort, Tm(A : Ty) sort, Π(·; A : Ty, B{𝑥 : Tm(A)} : Ty) : Ty, (T𝜆Π)
𝜆(A : Ty, B{𝑥 : Tm(A)} : Ty; t{𝑥 : Tm(A)} : Tm(B{𝑥})) : Tm(Π(A, 𝑥.B{𝑥})),
@(A : Ty, B{𝑥 : Tm(A)} : Ty; t : Tm(Π(A, 𝑥.B{𝑥})); u : Tm(A)) : Tm(B{u}),
@(𝜆(𝑥.t{𝑥}); u) ↦−→ t{u}

When computing its underlying signature |T𝜆Π | we get the signature Σ𝜆Π.

2.5 Rewriting

The rewrite rules of a theory T are used to define the rewrite relation 𝑒 −→ 𝑒′ for
expressions 𝑒, 𝑒′ ∈ Expr 𝜃 𝛾, which is given by the context closure of the following
rule — see the technical report for the full definition.

𝜃1; 𝜃2 ⊩ 𝑑 (𝑡;u) ↦−→ 𝑟 ∈ T v1 ∈ MSub 𝜃 𝛾 𝜃1 v2 ∈ MSub 𝜃 𝛾 𝜃2

𝑑 (𝑡 [v1];u[v2]) −→ 𝑟 [v1,v2] ∈ Tm 𝜃 𝛾

The relations −→+, −→∗ and ≡ are then defined as usual, respectively as the
transitive, reflexive-transitive and reflexive-symmetric-transitive closures of −→.
The relation ≡ is called the definitional equality (or conversion) of the theory.

Rewriting satisfies the key property of being stable under substitution: if
𝑒 −→∗ 𝑒′ and ®𝑣 −→∗ ®𝑣′ then 𝑒[®𝑣] −→∗ 𝑒′ [®𝑣′], and if 𝑒 −→∗ 𝑒′ and v −→∗ v′
then 𝑒[v] −→∗ 𝑒[v′]. This implies in particular that definitional equality is also
stable under substitution.

Finally, recall that when defining theories we asked that no two different left-
hand sides should unify. Because this is the only way two rule can overlap, this
means that our rewrite systems have no critical pairs [11]. Therefore, because
rules are also all left-linear, it follows that our rewrite systems are all orthogonal,
hence confluent by [30, Theorem 6.11].

Proposition 1 (Confluence). If 𝑒′ ∗←− 𝑒 −→∗ 𝑒′′ then there is some 𝑒′′′ such
that 𝑒′ −→∗ 𝑒′′′ ∗←− 𝑒′′. In particular, this implies that whenever 𝑒 ≡ 𝑒′ then we
have 𝑒 −→∗ 𝑒′′ ∗←− 𝑒′ for some 𝑒′′.

Notation 2. Whenever the underlying theory is not clear from the context we
write −→T and −→+T and −→∗T and ≡T to make it explicit.

3 Declarative typing system

In the previous section we have given a general definition of type theories. As
explained in the introduction, each theory also defines a declarative type system,
which can be seen as the platonic typing system, and a bidirectional type system,
which is the one that can be algorithmically used in practice.

In this section we introduce the declarative type system. This system is then
used to define the valid theories, a class of theories which are well-behaved. We
then conclude the section by showing that the declarative system satisfies nice
properties, and in particular satisfies subject reduction when the theory is valid.
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Θ ⊢ (Θ ∈ MCtx)

EmptyMCtx

· ⊢

ExtMCtx
Θ; Γ ⊢ 𝑇 sort

Θ, x{Γ} : 𝑇 ⊢

Θ; Γ ⊢ (Θ ∈ MCtx; Γ ∈ Ctx |Θ|)

EmptyCtx
Θ ⊢
Θ; · ⊢

ExtCtx
Θ; Γ ⊢ 𝑇 sort

Θ; Γ, 𝑥 : 𝑇 ⊢

Θ; Γ ⊢ 𝑇 sort (Θ ∈ MCtx; Γ ∈ Ctx |Θ|; 𝑇 ∈ Tm |Θ| |Γ|)

𝑐(Ξ) sort ∈ T

Sort
Θ; Γ ⊢ t : Ξ

Θ; Γ ⊢ 𝑐(t) sort

Θ; Γ ⊢ 𝑡 : 𝑇 (Θ ∈ MCtx; Γ ∈ Ctx |Θ|; 𝑇 ∈ Tm |Θ| |Γ |; 𝑡 ∈ Tm |Θ| |Γ|)

𝑐(Ξ1;Ξ2) : 𝑇 ∈ T

Cons
Θ; Γ ⊢ t,u : Ξ1.Ξ2

Θ; Γ ⊢ 𝑐(u) : 𝑇 [t]
𝑥 : 𝑇 ∈ Γ

Var
Θ; Γ ⊢

Θ; Γ ⊢ 𝑥 : 𝑇

𝑑 (Ξ1; x : 𝑇 ;Ξ2) : 𝑈 ∈ T

Dest
Θ; Γ ⊢ t, 𝑡,u : Ξ1.(x : 𝑇).Ξ2

Θ; Γ ⊢ 𝑑 (𝑡;u) : 𝑈 [t, 𝑡,u]
x(Δ) : 𝑇 ∈ Ξ

MVar
Θ; Γ ⊢ ®𝑡 : Δ

Θ; Γ ⊢ x{®𝑡} : 𝑇 [®𝑡]

𝑇 ≡T 𝑈

Conv
Θ; Γ ⊢ 𝑡 : 𝑇 Θ; Γ ⊢ 𝑈 sort

Θ; Γ ⊢ 𝑡 : 𝑈

Θ; Γ ⊢ ®𝑡 : Δ (Θ ∈ MCtx; Γ ∈ Ctx |Θ|; Δ ∈ Ctx |Θ|; ®𝑡 ∈ Sub |Θ| |Γ | |Δ|)

EmptySub
Θ; Γ ⊢

Θ; Γ ⊢ 𝜀 : (·)

ExtSub
Θ; Γ ⊢ ®𝑡 : Δ Θ; Γ ⊢ 𝑡 : 𝑇 [®𝑡]

Θ; Γ ⊢ ®𝑡, 𝑡 : (Δ, 𝑥 : 𝑇)

Θ; Γ ⊢ t : Ξ (Θ ∈ MCtx; Γ ∈ Ctx |Θ|; Ξ ∈ MCtx; t ∈ MSub |Θ| |Γ | |Ξ|)

EmptyMSub
Θ; Γ ⊢

Θ; Γ ⊢ 𝜀 : (·)

ExtMSub
Θ; Γ ⊢ t : Ξ Θ; Γ.Δ[t] ⊢ 𝑡 : 𝑇 [t]

Θ; Γ ⊢ t, ®𝑥Δ.𝑡 : (Ξ, x{Δ} : 𝑇)

Fig. 2. Declarative typing rules
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3.1 Declarative typing rules

Given a fixed theory T, the declarative type system is defined by the rules in
Figure 2. The system is split in 6 judgments:

– Θ ⊢ : Well-formedness of metavariable context Θ.
– Θ; Γ ⊢ : Well-formedness of variable context Γ under metavariable context Θ.
– Θ; Γ ⊢ 𝑇 sort : Well-formedness of sort 𝑇 under contexts Θ; Γ.
– Θ; Γ ⊢ 𝑡 : 𝑇 : Typing of a term 𝑡 by 𝑇 under context Θ; Γ.
– Θ; Γ ⊢ ®𝑡 : Δ : Typing of a variable substitution ®𝑡 by Δ under context Θ; Γ.
– Θ; Γ ⊢ t : Ξ : Typing of a metavariable substitution t by Ξ under context Θ; Γ.

The most important rules are the ones which instantiate schematic typing
rules: Cons, Dest and Sort. For instance, in order to use Dest to type 𝑑 (𝑡;u)
a metavariable substitution t not stored in the syntax must be "guessed", and
then we must show that t, 𝑡,u is typed by Ξ1.(x : 𝑇).Ξ2. The rules for typing a
metavariable substitution can then be applied, which has the effect of unfolding
the judgment t, 𝑡,u : Ξ1.(x : 𝑇).Ξ2 into regular term typing judgments. At the
end of this unfolding process, the resulting "big-step derivation" has basically
the same shape as the schematic typing rule for for 𝑑, and it can be understood
as its instantiation. Let us look at a concrete example of this.

Example 6. Suppose we want to show that @(𝑡; 𝑢) is well-typed in the the-
ory T𝜆Π. Because @ is a destructor symbol with schematic rule

@(A : Ty, B{𝑥 : Tm(A)} : Ty; t : Tm(Π(A, 𝑥.B{𝑥})); u : Tm(A)) : Tm(B{u})

by guessing some 𝐴 and 𝐵 we can start the derivation with rule Dest, giving

Θ; Γ ⊢ 𝐴, 𝑥.𝐵, 𝑡, 𝑢 : (A : Ty, B{𝑥 : Tm(A)} : Ty, t : Tm(Π(A, 𝑥.B{𝑥})), u : Tm(A))
Θ; Γ ⊢ @(𝑡; 𝑢) : Tm(B{u}) [𝐴, 𝑥.𝐵, 𝑡, 𝑢]

If we note that Tm(B{u}) [𝐴, 𝑥.𝐵, 𝑡, 𝑢] = Tm(𝐵[idΓ, 𝑢]), and we continue by ap-
plying the rules defining the judgment Θ; Γ ⊢ t : Ξ, we get

Θ; Γ ⊢ Θ; Γ ⊢ 𝐴 : Ty Θ; Γ, 𝑥 : Tm(𝐴) ⊢ 𝐵 : Ty
Θ; Γ ⊢ 𝑡 : Tm(Π(𝐴, 𝑥.𝐵)) Θ; Γ ⊢ 𝑢 : Tm(𝐴)

Θ; Γ ⊢ @(𝑡; 𝑢) : Tm(𝐵[idΓ, 𝑢])

which can be understood as the instantiation of the schematic rule for @. This
also corresponds to the usual application rule of MLTT, as the first 3 premises
can be shown admissible by inversion of typing and the results of Subsection 3.3.

Notation 3. We finish this subsection by establishing some notations.

1. We write Θ; Γ ⊢ J for any of the following: Θ; Γ ⊢ or Θ; Γ ⊢ 𝑇 sort or
Θ; Γ ⊢ 𝑡 : 𝑇 or Θ; Γ ⊢ ®𝑡 : Δ or Θ; Γ ⊢ t : Ξ.

2. We write T ⊲ Θ; Γ ⊢ J when T is not clear from the context.
3. We write Θ ⊢ J for Θ; · ⊢ J and Γ ⊢ J for ·; Γ ⊢ J .



Generic bidirectional typing for dependent type theories 13

3.2 Valid theories

Our definition of theories given in Subsection 2.4 is a bit too permissive, and we
would like to isolate a class of theories for which we can show nicer properties.
These are the valid theories, defined by the following inference rules.

· valid
T valid T ⊲ Ξ1 ⊢ 𝑇 sort T ⊲ Ξ1.Ξ2 ⊢

T, 𝑐(Ξ1;Ξ2) : 𝑇 valid

T valid T ⊲ Ξ ⊢
T, 𝑐(Ξ) sort valid

T valid T ⊲ Ξ1.(x : 𝑈).Ξ2 ⊢ 𝑇 sort

T, 𝑑 (Ξ1; x : 𝑈;Ξ2) : 𝑇 valid

T valid 𝑑 (Ξ1; x : 𝑈;Ξ2) : 𝑉 ∈ T for some Θ1,Θ2 with |Θ1 | = 𝜃1, |Θ2 | = 𝜃2 :
T ⊲ Ξ1.Θ1.Θ2 ⊢ (idΞ1

, 𝑡,u) : Ξ1.(x : 𝑈).Ξ2 T ⊲ Ξ1.Θ1.Θ2 ⊢ 𝑟 : 𝑉 [idΞ1
, 𝑡,u]

T, 𝜃1; 𝜃2 ⊩ 𝑑 (𝑡;u) ↦−→ 𝑟 valid

Intuitively, the definition of valid theories ensures that each time we extend a
theory T with a schematic typing or rewrite rule, T can justify that the extension
is well-behaved. For sort rules 𝑐(Ξ) sort this means ensuring that the metavariable
context Ξ is well-formed in T, and for destructor rules 𝑑 (Ξ1; x : 𝑈;Ξ2) : 𝑇 this
means ensuring that 𝑇 is a well-formed sort in metavariable context Ξ1.(x : 𝑈).Ξ2

and in the theory T. The rule for a constructor 𝑐(Ξ1;Ξ2) : 𝑇 does not only ask
Ξ1.Ξ2 to be a well-formed metavariable context, but also for the term 𝑇 to be a
well-formed sort for Ξ1 — recall that 𝑇 can only contain metavariables from Ξ1.

The most complicated case is for a rewrite rule 𝜃1; 𝜃2 ⊩ 𝑑 (𝑡;u) ↦−→ 𝑟, in
which we must find metavariable contexts Θ1, Θ2 with |Θ1 | = 𝜃1 and |Θ2 | = 𝜃2
allowing to type idΞ1

, 𝑡,u and 𝑟. This technical condition is essential to prove
subject reduction of our valid theories (Theorem 1).

Example 7. It is tedious but uncomplicated to see that the theory T𝜆Π is valid.
The most interesting part of the proof is when we add the 𝛽-rule

t{𝑥}; u ⊩ @(𝜆(𝑥.t{𝑥}); u) ↦−→ t{u}

If we call T′ the part of T𝜆Π preceding this declaration, we have to show

T′ ⊲ (A : Ty, B{𝑥 : Tm(A)} : Ty).Θ1.Θ2 ⊢
(A, 𝑥.B{𝑥}, 𝜆(𝑥.t{𝑥}), u) : (A : Ty, B{𝑥 : Tm(A)} : Ty, t : Tm(Π(A, 𝑥.B{𝑥})), u : Tm(A))

and
T′ ⊲ (A : Ty, B{𝑥 : Tm(𝐴)} : Ty).Θ1.Θ2 ⊢ t{u} : B{u}

which can both be easily shown if we chose Θ1 = t{𝑥 : Tm(A)} : Tm(B{𝑥}) and
Θ2 = u : Tm(A), which indeed satisfy |Θ1 | = t{𝑥} and |Θ2 | = u.
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3.3 Basic metaproperties

We now show some basic metaproperties satisfied by the declarative type system.
The assumption that the theory is valid is not necessary for all results, and will be
stated explicitly when needed. We give proof sketches for some of the properties,
and refer to the technical report for the proofs.

Proposition 2 (Contexts are well-formed). The following rules are admis-
sible.

Θ; Γ ⊢ J
Θ; Γ ⊢

Θ; Γ ⊢ J
Θ ⊢

Proposition 3 (Weakening). Let us write Γ ⊑ Δ if Γ is a subsequence of Δ,
and Θ ⊑ Ξ if Θ is a subsequence of Ξ. The following rules are admissible.

Γ ⊑ Δ
Θ; Γ ⊢ J Θ;Δ ⊢

Θ;Δ ⊢ J
Θ ⊑ Ξ

Θ; Γ ⊢ J Ξ ⊢
Ξ; Γ ⊢ J

In order to state the substitution property, given Θ;Δ ⊢ J we define the
notations (Θ;Δ ⊢ J)[®𝑣] and (Θ;Δ ⊢ J)[v] by the following table.

Θ;Δ ⊢ J (Θ;Δ ⊢ J)[®𝑣] (Θ;Δ ⊢ J)[v]
where Θ; Γ ⊢ ®𝑣 : Δ where Ξ; Γ ⊢ v : Θ

Θ;Δ ⊢ Θ; Γ ⊢ Ξ; Γ.Δ[v] ⊢
Θ;Δ ⊢ 𝑇 sort Θ; Γ ⊢ 𝑇 [®𝑣] sort Ξ; Γ.Δ[v] ⊢ 𝑇 [v] sort

Θ;Δ ⊢ 𝑡 : 𝑇 Θ; Γ ⊢ 𝑡 [®𝑣] : 𝑇 [®𝑣] Ξ; Γ.Δ[v] ⊢ 𝑡 [v] : 𝑇 [v]
Θ;Δ ⊢ ®𝑡 : Δ′ Θ; Γ ⊢ ®𝑡 [®𝑣] : Δ′ Ξ; Γ.Δ[v] ⊢ idΓ, ®𝑡 [v] : Γ.Δ′ [v]
Θ;Δ ⊢ t : Ξ′ Θ; Γ ⊢ t[®𝑣] : Ξ′ Ξ; Γ.Δ[v] ⊢ t[v] : Ξ′

Proposition 4 (Substitution property). The following rules are admissible.

Θ; Γ ⊢ ®𝑣 : Δ Θ;Δ ⊢ J
(Θ; Γ ⊢ J)[®𝑣]

Ξ; Γ ⊢ v : Θ Θ;Δ ⊢ J
(Θ;Δ ⊢ J)[v]

Proof. We illustrate the main case of the second statement’s proof, which is by
induction on Θ;Δ ⊢ J . Suppose the derivation ends with the rule MVar.

x(Δ′) : 𝑇 ∈ Θ
Θ;Δ ⊢ ®𝑡 : Δ′

Θ;Δ ⊢ x{®𝑡} : 𝑇 [®𝑡]

By i.h. we have Ξ; Γ.Δ[v] ⊢ idΓ, ®𝑡 [v] : Γ.Δ′ [v]. Moreover, from Ξ; Γ ⊢ v : Θ we can
derive Ξ; Γ.Δ′ [v] ⊢ vx : 𝑇 [v], so by the first statement (the substitution prop-
erty for variable substitutions) we get Ξ; Γ.Δ[v] ⊢ vx [idΓ, ®𝑡 [v]] : 𝑇 [v] [idΓ, ®𝑡 [v]].
Because we have 𝑇 [v] [idΓ, ®𝑡 [v]] = 𝑇 [®𝑡] [v] we are done.
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Proposition 5 (Sorts are well-typed). The following rule is admissible when
the underlying theory is valid.

Θ; Γ ⊢ 𝑡 : 𝑇
Θ; Γ ⊢ 𝑇 sort

Proof. By case analysis on Θ; Γ ⊢ 𝑡 : 𝑇 , and using Proposition 4. For rules
Cons and Dest we use the validity of the theory to deduce Ξ1 ⊢ 𝑇 sort from
𝑐(Ξ1;Ξ2) : 𝑇 ∈ T and Ξ1.(x : 𝑇).Ξ2 ⊢ 𝑈 sort from 𝑑 (Ξ1; x : 𝑇 ;Ξ2) : 𝑈 ∈ T.

Proposition 6 (Conversion in context). The following rule is admissible.

Γ ≡ Δ
Θ; Γ ⊢ J Θ;Δ ⊢

Θ;Δ ⊢ J

3.4 Subject reduction

A key property that all of our valid theories satisfy is subject reduction. Aside
from ensuring that well-typed programs cannot go wrong, this property will be
vital to establish the soundness of the bidirectional type system.

In order to show subject reduction, we first need to prove some important
properties of patterns. The first of them is injectivity with respect to conversion.

Lemma 1 (Injectivity of patterns). If 𝑡 ∈ TmP 𝜃 𝛾 and 𝑡 [v] ≡ 𝑡 [v′] for
some v ∈ MSub 𝜃′ 𝛿 𝜃 and v′ ∈ MSub 𝜃′ 𝛿 𝜃 then v ≡ v′.

Proof. By induction on the pattern, generalizing the statement also to metavari-
able substitution patterns. The key step is in case 𝑐(t[v]) ≡ 𝑐(t[v′]) in which we
crucially rely on Proposition 1 to get t[v] ≡ t[v′] and invoke the i.h. to conclude.

Given a well-typed term 𝑡 such that the result of substituting v in 𝑡 is also
well-typed, generally we cannot conclude that the metavariable substitution v is
well-typed. This reasoning is however valid when 𝑡 is a pattern, as shown by the
following result. Differently from the previous lemma, its proof is more intricate
and thus instead of trying to give a proof sketch we refer to the technical report.

Proposition 7 (Typing a substitution through a pattern). Let v ∈ MSub (·) |Δ| |Θ|.

– If 𝑡 ∈ TmP |Θ| (·) and Θ ⊢ 𝑡 : 𝑇 and Δ ⊢ 𝑡 [v] : 𝑇 [v] then Δ ⊢ v : Θ
– If 𝑇 ∈ TmP |Θ| (·) and Θ ⊢ 𝑇 sort and Δ ⊢ 𝑇 [v] sort then Δ ⊢ v : Θ
– If t ∈ MSubP |Θ| (·) |Ξ| and Θ ⊢ t : Ξ and Δ ⊢ t[v] : Ξ then Δ ⊢ v : Θ

We are now ready to show subject reduction.

Theorem 1 (Subject reduction). Suppose that the underlying theory is valid.

– If Γ ⊢ 𝑇 sort and 𝑇 −→ 𝑇 ′ then Γ ⊢ 𝑇 ′ sort
– If Γ ⊢ 𝑡 : 𝑇 and 𝑡 −→ 𝑡′ then Γ ⊢ 𝑡′ : 𝑇
– If Γ ⊢ t : Ξ and Ξ ⊢ and t −→ t′ then Γ ⊢ t′ : Ξ
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Proof. By induction on the rewrite judgment. We show only the main case:

𝜃1; 𝜃2 ⊩ 𝑑 (𝑡;u) ↦−→ 𝑟 v1 ∈ MSub (·) |Γ | 𝜃1 v2 ∈ MSub (·) |Γ | 𝜃2
𝑑 (𝑡 [v1];u[v2]) −→ 𝑟 [v1,v2]

Let 𝑑 (Ξ1; x : 𝑈;Ξ2) : 𝑉 ∈ T be the rule for 𝑑 in T. Because T is valid, there are
Θ1 and Θ2 with |Θ1 | = 𝜃1 and |Θ2 | = 𝜃2 such that

Ξ1.Θ1.Θ2 ⊢ (idΞ1
, 𝑡,u) : Ξ1.(x : 𝑈).Ξ2 and Ξ1.Θ1.Θ2 ⊢ 𝑟 : 𝑉 [idΞ1

, 𝑡,u]

By inversion on Γ ⊢ 𝑑 (𝑡 [v1];u[v2]) : 𝑇 we get

𝑇 ≡ 𝑉 [v0, 𝑡 [v1],u[v2]]

Γ ⊢ v0, 𝑡 [v1],u[v2] : Ξ1.(x : 𝑈).Ξ2

Γ ⊢ 𝑑 (𝑡 [v1];u[v2]) : 𝑉 [v0, 𝑡 [v1],u[v2]]
Γ ⊢ 𝑑 (𝑡 [v1];u[v2]) : 𝑇

Therefore, we have Γ ⊢ (idΞ1
, 𝑡,u) [v0,v1,v2] : Ξ1.(x : 𝑈).Ξ2, and because

idΞ1
, 𝑡,u ∈ MSubP |Ξ1.Θ1.Θ2 | (·) |Ξ1.(x : 𝑈).Ξ2 |, then by Proposition 7 we

get Γ ⊢ v0,v1,v2 : Ξ1.Θ1.Θ2. By applying Proposition 4 with Ξ1.Θ1.Θ2 ⊢ 𝑟 :
𝑉 [idΞ1

, 𝑡,u] we get Γ ⊢ 𝑟 [v0,v1,v2] : 𝑉 [idΞ1
, 𝑡,u] [v0,v1,v2]. Finally, we have

Γ ⊢ 𝑇 sort by Proposition 5 applied to Γ ⊢ 𝑑 (𝑡 [v1];u[v2]) : 𝑇 , and because
𝑟 [v0,v1,v2] = 𝑟 [v1,v2] and 𝑉 [idΞ1

, 𝑡,u] [v0,v1,v2] = 𝑉 [v0, 𝑡 [v1],u[v2]] ≡ 𝑇

then by the conversion rule we conclude Γ ⊢ 𝑟 [v1,v2] : 𝑇 .

4 Bidirectional type system

In the previous section we have defined the declarative type system. We now
move to the bidirectional type system. We start the section by discussing the
problem of matching modulo, which is needed for recovering missing arguments.
We then introduce the inferable and checkable terms, for which the bidirectional
system is defined. We then give the bidirectional typing rules and prove they
are sound and complete with respect to the declarative system. We use this
equivalence to deduce some important properties for the declarative system, in
particular the decidability of typing for weak normalizing theories.

4.1 Matching modulo rewriting

In order to recover omitted arguments using typing information, we first have to
address the following problem. Suppose we want to type @(𝑡; 𝑢) by first inferring
the sort of 𝑡, yielding 𝑇 . We know that the sort of the principal argument in
the rule for @ is the pattern Tm(Π(A, 𝑥.B{𝑥})), so we could hope to recover 𝐴

and 𝐵 by matching 𝑇 against this pattern. However we cannot expect 𝑇 to be
syntactically equal to an instance of this pattern, but only convertible to it. We
therefore need not only syntactic matching, but matching modulo rewriting.

In order to introduce an inference system for matching modulo, let us first
recall some necessary concepts about rewriting theory. A (functional) strat-
egy 𝔖 [11] is defined by a subrelation −→𝔖⊆−→+ which has the same normal
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forms as −→ and is functional in the sense that 𝑡 −→𝔖 𝑢1 and 𝑡 −→𝔖 𝑢2 imply
𝑢1 = 𝑢2. Let m/o be the maximal outermost strategy, which contracts all outer-
most redexes in one step. We write 𝑡 −→h

m/o 𝑐(u) if 𝑐(u) is the first term headed
by a constructor to which 𝑡 reduces by −→∗m/o.

We can now define in Figure 3 an inference system for matching modulo
rewriting, which given a pattern 𝑡 and a term 𝑢 tries to compute a metavariable
substitution v such that 𝑡 [v] ≡ 𝑢. Note that the use of a specific rewriting
strategy is necessary to ensure the functionality of the inference system.

𝑡 ≺ 𝑢 { v (𝑡 ∈ TmP 𝜃 𝛾; 𝑢 ∈ Tm (·) 𝛿.𝛾; v ∈ MSub (·) 𝛿 𝜃)

𝑢 −→h
m/o 𝑐(u)

Rigid≺
t ≺ u { v

𝑐(t) ≺ 𝑢 { v

Flex≺

x{id𝛾} ≺ 𝑢 { ®𝑥𝛾 .𝑢

t ≺ u { v (t ∈ MSubP 𝜃 𝛾 𝜉; u ∈ MSub (·) 𝛿.𝛾 𝜉; v ∈ Sub (·) 𝛿 𝜃)

EmptyMSub≺

𝜀 ≺ 𝜀 { 𝜀

ExtMSub≺
t ≺ u { v1 𝑡 ≺ 𝑢 { v2

t, ®𝑥.𝑡 ≺ u, ®𝑥.𝑢 { v1,v2

Fig. 3. Inference system for matching modulo

Let us now establish the correctness of this inference system in three steps.
We first show its soundness, which follows by an easy induction on the derivation.

Proposition 8 (Soundness of matching).

– If 𝑡 ≺ 𝑢 { v then 𝑢 −→∗ 𝑡 [v].
– If t ≺ u { v then u −→∗ t[v].

In order to show completeness we first have to answer the following question:
if 𝑡 ≡ 𝑐(u), are we sure that by reducing 𝑡 we eventually reach a term headed
by 𝑐? The answer would be no had we taken for instance an innermost strategy.
Thankfully, because our rewrite systems are orthogonal and fully-extended, it
follows by [34, Theorem 2] that the maximal-outermost strategy we are using is
head-normalizing, and so we have the following property.

Lemma 2. If 𝑢 ≡ 𝑐(t) then 𝑢 −→h
m/o 𝑐(u) with t ≡ u.

Using Lemma 2, we can now show completeness by induction on the pattern.

Proposition 9 (Completeness of matching).

– If 𝑡 [v] ≡ 𝑢 for some v ∈ MSub (·) 𝛿 𝜃 then 𝑡 ≺ 𝑢 { v′ for some v′ ≡ v
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– If t[v] ≡ u for some v ∈ MSub (·) 𝛿 𝜃 then t ≺ u { v′ for some v′ ≡ v

Recall that an expression is weak normalizing if it reduces to an expression
in normal form. We can now show that the inference system is decidable when
being used with weak normalizing expressions. The proof is by induction on the
pattern, using the fact that m/o is normalizing [37, Theorem 10], and so if 𝑢 is
weak normalizing then reducing it by m/o eventually ends.

Proposition 10 (Decidability of matching).

– If 𝑢 is weak normalizing, then ∃v. 𝑡 ≺ 𝑢 { v is decidable for all 𝑡.
– If u is weak normalizing, then ∃v. t ≺ u { v is decidable for all t.

4.2 Inferable and checkable terms

Before giving the bidirectional typing rules, we first have to address the prob-
lem that some terms without annotations cannot be algorithmically typed. For
instance, suppose we want to type the term @(𝜆(𝑥.𝑡); 𝑢). We would like to infer
the type of the principal argument of @ in order to recover 𝐴 and 𝐵, however
𝜆(𝑥.𝑡) can only be bidirectionally typed in mode check, and so we are stuck.
One could think that this limitation is specific to bidirectional typing, however a
famous result by Dowek shows that, in a dependently-type setting, the problem
of typing unannotated terms is actually undecidable in its full generality [17].

To solve this question, we have two options. We could proceed as in the
Coq literature [29] and add some annotations to terms so that they can all
be inferred. However, not only this solution makes the syntax heavier, but it
also breaks our constructor/destructor separation, in which constructors are all
bidirectionally typed in mode check. More generally, this style of bidirectional
typing unfortunately breaks too many symmetries, so it seems difficult to find a
unifying framework for it.

We instead take the choice made by most of the dependent bidirectional typ-
ing literature [2,33,1,15,3,4] and define our bidirectional system only for a subset
of expressions, the checkable and inferable terms and the checkable metavariable
substitutions. Given a fixed signature Σ, they are defined as follows.

Tmi 𝛾 ∋ 𝑡, 𝑢, 𝑣 ::= | 𝑥 if 𝑥 ∈ 𝛾

| 𝑑 (𝑡 ∈ Tmi 𝛾; t ∈ MSubc
𝛾 𝜉) if 𝑑 (𝜉) ∈ Σ

Tmc 𝛾 ∋ 𝑡, 𝑢, 𝑣 ::= | 𝑐(t ∈ MSubc
𝛾 𝜉) if 𝑐(𝜉) ∈ Σ

| 𝑡 ∈ Tmi 𝛾

MSubc
𝛾 𝜉 ∋ t,u,v ::= | 𝜖 if 𝜉 = ·

| t′ ∈ MSubc
𝛾 𝜉′, ®𝑥𝛿 .𝑡 ∈ Tmc 𝛾.𝛿 if 𝜉 = 𝜉′, x{𝛿}

Let us go through the definition. An inferable term is either a variable or
a destructor whose principal argument is inferable, and whose other arguments
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are given by a checkable metavariable substitution. Imposing the principal ar-
gument to be inferable is the key restriction to rule out terms like @(𝜆(𝑥.𝑡); 𝑢).
A checkable term is then either a constructor applied to a checkable metavariable
substitution, or an inferable term. Finally, a checkable metavariable substitution
is just a metavariable substitution containing only checkable terms.

Example 8. The inferrable and checkable terms for the signature Σ𝜆Π are given
respectively by the following grammars, where we omit the scope information.

𝑡 i, 𝑢i ::= 𝑥 | @(𝑡 i; 𝑢c)
𝑡c, 𝑢c, 𝐴c, 𝐵c ::= Ty | Tm(𝐴c) | Π(𝐴c, 𝑥.𝐵c) | 𝜆(𝑥.𝑡c) | 𝑡 i

One could wonder if restricting the terms that can be algorithmically typed is
a significant limitation. For most usual theories (like T𝜆Π and those in Section 5)
the checkable terms coincide with the normal forms, and the inferable terms
coincide with the neutrals. As argued elsewhere [33], users of type theory almost
only write terms in normal form, and in the few cases writing a redex is more
convenient, in actual implementations the principal argument can always be
lifted to a top-level definition. Therefore, this restriction, also present in most
of the dependent bidirectional typing literature [2,33,1,15,3,4], does not pose a
serious limitation in practice.

Note also that inferable and checkable terms have no metavariables. Even
if metavariables are needed in the declarative system to be able to say which
theories are valid, when writing terms in a fixed theory metavariables are gen-
erally not needed, and hence they are omitted from usual presentations of type
theories. It is therefore reasonable to leave them out of the bidirectional syntax,
as they will be of no use for users.

Given 𝑡 ∈ Tmc 𝛾 or 𝑡 ∈ Tmi 𝛾 we write ⌜𝑡⌝ ∈ Tm (·) 𝛾 for its underlying
term, and for t ∈ MSubc

𝛾 𝜉 we also write ⌜t⌝ ∈ MSub (·) 𝛾 𝜉 for its underlying
metavariable substitution.

4.3 Bidirectional typing rules

Given a theory T, we can now define its bidirectional type system by the rules
in Figure 4. The system is split in 4 judgments:

– Γ ⊢ 𝑇 ⇐ sort : Checking that a checkable term 𝑇 is a well-formed sort
– Γ ⊢ 𝑡 ⇐ 𝑇 : Checking that a checkable term 𝑡 has sort 𝑇
– Γ ⊢ 𝑡 ⇒ 𝑇 : Inferring a sort 𝑇 for an inferable term 𝑡

– Γ | v : Ξ ⊢ t ⇐ Θ : Checking that a checkable metavariable substitution t
can be typed by Θ "to the right" of v : Ξ

As in the declarative system, the most important rules are the one that
instantiate the schematic typing rules: Const, Dest and Sort. However, dif-
ferently from the declarative system, no more guessing is needed when building
a type derivation. For instance, when using rule Dest with 𝑑 (𝑡;u) the omitted
arguments are no longer guessed, but instead recovered by inferring the sort of
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Γ ⊢ 𝑡 ⇐ 𝑇 (Γ ∈ Ctx; 𝑇 ∈ Tm (·) |Γ|; 𝑡 ∈ Tmc |Γ|)

𝑐(Ξ1;Ξ2) : 𝑇 ∈ T

Cons
𝑇 ≺ 𝑈 { v Γ | v : Ξ1 ⊢ u⇐ Ξ2

Γ ⊢ 𝑐(u) ⇐ 𝑈
𝑇 ≡T 𝑈

Switch
Γ ⊢ 𝑡 ⇒ 𝑇

Γ ⊢ 𝑡 ⇐ 𝑈

Γ ⊢ 𝑡 ⇒ 𝑇 (Γ ∈ Ctx; 𝑇 ∈ Tm (·) |Γ|; 𝑡 ∈ Tmi |Γ |)

𝑑 (Ξ1; x : 𝑇 ;Ξ2) : 𝑈 ∈ T

Dest
Γ ⊢ 𝑡 ⇒ 𝑉 𝑇 ≺ 𝑉 { v

Γ | (v, ⌜𝑡⌝) : (Ξ1, x : 𝑇) ⊢ u⇐ Ξ2

Γ ⊢ 𝑑 (𝑡;u) ⇒ 𝑈 [v, ⌜𝑡⌝, ⌜u⌝]
𝑥 : 𝑇 ∈ Γ

Var

Γ ⊢ 𝑥 ⇒ 𝑇

Γ ⊢ 𝑇 ⇐ sort (Γ ∈ Ctx; 𝑇 ∈ Tmc |Γ|)

T ∋ 𝑐(Ξ) sort

Sort
Γ | 𝜀 : (·) ⊢ t⇐ Ξ

Γ ⊢ 𝑐(t) ⇐ sort

Γ | v : Θ ⊢ t⇐ Ξ (Γ ∈ Ctx; Θ ∈ MCtx; v ∈ MSub (·) |Γ | |Θ|; Ξ ∈ MCtx |Θ|; t ∈ MSubc |Γ | |Ξ|)

EmptyMSub

Γ | v : Θ ⊢ 𝜀 ⇐ (·)

ExtMSub
Γ | v : Θ ⊢ t⇐ Ξ Γ.Δ[v, ⌜t⌝] ⊢ 𝑡 ⇐ 𝑇 [v, ⌜t⌝]

Γ | v : Θ ⊢ t, ®𝑥Δ.𝑡 ⇐ (Ξ, x{Δ} : 𝑇)

Fig. 4. Bidirectional typing rules

the principal argument 𝑡 and then matching it against the associated pattern.
Let us see a concrete example of this.

Example 9. Suppose we want to infer a sort for @(𝑡; 𝑢) in the theory T𝜆Π. To
use rule Dest, we start by inferring a sort 𝑉 for 𝑡, and then we try to match it
against the pattern Tm(Π(A, 𝑥.B{𝑥})). If the matching succeeds, we recover the
arguments 𝐴 and 𝐵, which together with 𝑡 are then used in

Γ | (𝐴, 𝑥.𝐵, 𝑥.⌜𝑡⌝) : (A : Ty, B{𝑥 : Tm(A)} : Ty, t : Tm(Π(A, 𝑥.B{𝑥}))) ⊢ (𝑢) ⇐ (u : Tm(A))

By unfolding the definition, this amounts to showing just Γ ⊢ 𝑢 ⇐ Tm(𝐴), and so
the final shape of this "big-step derivation" is the following, which corresponds
to the usual bidirectional rule for application.

Γ ⊢ 𝑡 ⇒ 𝑉 Tm(Π(A, 𝑥.B{𝑥})) ≺ 𝑉 { 𝐴, 𝑥.𝐵 Γ ⊢ 𝑢 ⇐ Tm(𝐴)
Γ ⊢ @(𝑡; 𝑢) ⇒ Tm(𝐵[idΓ, ⌜𝑡⌝])
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4.4 Equivalence with declarative typing

We now establish the equivalence between the declarative and bidirectional type
systems. This is done in two steps, the first one being soundness:

Theorem 2 (Soundness). Suppose that the underlying theory T is valid.

– If Γ ⊢ and Γ ⊢ 𝑡 ⇒ 𝑇 then Γ ⊢ ⌜𝑡⌝ : 𝑇
– If Γ ⊢ 𝑇 sort and Γ ⊢ 𝑡 ⇐ 𝑇 then Γ ⊢ ⌜𝑡⌝ : 𝑇
– If Γ ⊢ and Γ ⊢ 𝑇 ⇐ sort then Γ ⊢ ⌜𝑇⌝ sort
– If Γ ⊢ v : Ξ1 and Ξ1.Ξ2 ⊢ and Γ | v : Ξ1 ⊢ t⇐ Ξ2 then Γ ⊢ v, ⌜t⌝ : Ξ1.Ξ2.

Proof. By induction on the derivation. We illustrate one of the interesting cases.

𝑐(Ξ1;Ξ2) : 𝑇 ∈ T 𝑇 ≺ 𝑈 { v Γ | v : Ξ1 ⊢ u⇐ Ξ2

Γ ⊢ 𝑐(u) ⇐ 𝑈

By Proposition 8 we have 𝑈 −→∗ 𝑇 [v], so because we have Γ ⊢ 𝑈 sort then by
Theorem 1 we get Γ ⊢ 𝑇 [v] sort. We have 𝑇 ∈ TmP |Ξ1 | (·), and validity of the
theory also gives Ξ1 ⊢ 𝑇 sort, therefore by Proposition 7 we get Γ ⊢ v : Ξ1. By
validity of the theory we also have Ξ1.Ξ2 ⊢, therefore by applying the i.h. to the
second premise we get Γ ⊢ v, ⌜u⌝ : Ξ1.Ξ2. We can then derive Γ ⊢ 𝑐(⌜u⌝) : 𝑇 [v],
and because 𝑇 [v] ≡ 𝑈 and Γ ⊢ 𝑈 sort, by conversion we conclude Γ ⊢ 𝑐(⌜u⌝) : 𝑈.

We now move to completeness, which states that checkable/inferable terms that
are typed by the declarative system can also be typed by the bidirectional one.

Theorem 3 (Completeness). Suppose that the underlying theory T is valid.

1. If 𝑡 is inferable and Γ ⊢ ⌜𝑡⌝ : 𝑇 then Γ ⊢ 𝑡 ⇒ 𝑈 with 𝑇 ≡ 𝑈
2. If 𝑡 is checkable and Γ ⊢ ⌜𝑡⌝ : 𝑇 then we have Γ ⊢ 𝑡 ⇐ 𝑇

3. If 𝑇 is checkable and Γ ⊢ ⌜𝑇⌝ sort then Γ ⊢ 𝑇 ⇐ sort
4. If t is checkable and Γ ⊢ v, ⌜t⌝ : Θ.Ξ then we have Γ | v : Θ ⊢ t⇐ Ξ

Proof. The proof requires us to strengthen the statement, so the two occurrences
of the context Γ in points 1-4, of the sort 𝑇 in point 2 and of the substitution
v in point 4 are not required to be syntactically equal, but only convertible (see
the technical report for the exact statement). The proof is then by induction on
the checkable/inferable term or checkable substitution.

We illustrate the case 𝑡 = 𝑑 (𝑢; t). By inversion on Γ ⊢ ⌜𝑡⌝ : 𝑇 we have

𝑇 ≡ 𝑉 [v, ⌜𝑢⌝, ⌜t⌝]

𝑑 (Ξ1; x : 𝑈;Ξ2) : 𝑉 ∈ T
Γ ⊢ v, ⌜𝑢⌝, ⌜t⌝ : Ξ1.(x : 𝑈).Ξ2

Γ ⊢ 𝑑 (⌜𝑢⌝; ⌜t⌝) : 𝑉 [v, ⌜𝑢⌝, ⌜t⌝]
Γ ⊢ 𝑑 (⌜𝑢⌝; ⌜t⌝) : 𝑇

From Γ ⊢ v, ⌜𝑢⌝, ⌜t⌝ : Ξ1.(x : 𝑈).Ξ2 we then get Γ ⊢ ⌜𝑢⌝ : 𝑈 [v], so because 𝑢 is
inferrable, by the i.h. we obtain that for all Γ′ ≡ Γ there is 𝑈′ ≡ 𝑈 [v] such that
Γ′ ⊢ 𝑢 ⇒ 𝑈′. By Proposition 9 we then get 𝑈 ≺ 𝑈′ { v′ with v ≡ v′. Then,
because t is checkable, by the i.h. we derive Γ′ | (v′, ⌜𝑢⌝) : (Ξ1, x : 𝑈) ⊢ t⇐ Ξ2

for all Γ′ ≡ Γ. We therefore conclude that for all Γ′ ≡ Γ we have 𝑉 [v′, ⌜𝑢⌝, ⌜t⌝] ≡
𝑇 with Γ′ ⊢ 𝑑 (𝑢; t) ⇒ 𝑉 [v′, ⌜𝑢⌝, ⌜t⌝].
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4.5 Consequences of the equivalence

We now explore the established equivalence in order to show two important
properties: decidability of typing and uniqueness of sorts.

We say that a theory T is weak normalizing if for all expressions 𝑒 with
Γ ⊢ 𝑒 sort or Γ ⊢ 𝑒 : 𝑇 or Γ ⊢ 𝑒 : Ξ we have that 𝑒 is weak normalizing.

Theorem 4 (Decidability of typing). Suppose that the underlying theory T
is valid and weak normalizing.

– If 𝑡 is inferable and Γ ⊢ then the statement ∃𝑇. (Γ ⊢ ⌜𝑡⌝ : 𝑇) is decidable.
– If 𝑡 is checkable and Γ ⊢ 𝑇 sort then the statement Γ ⊢ ⌜𝑡⌝ : 𝑇 is decidable.
– If 𝑇 is checkable and Γ ⊢ then the statement Γ ⊢ ⌜𝑇⌝ sort is decidable.
– If t is checkable and Θ.Ξ ⊢ and Γ ⊢ v : Θ then the statement Γ ⊢ v, ⌜t⌝ : Θ.Ξ

is decidable.

Proof. We first show the corresponding statement for the bidirectional system,
using Proposition 10, Theorem 2 and the decidability of conversion for well-typed
terms (which follows from weak normalization). By Theorems 2 and 3 we can
then conclude. We refer to the technical report for the proof.

We now move to unicity of sorts. First note that, because our terms are non-
annotated, uniqueness of sorts does not hold in general: for instance, 𝜆(𝑥.𝑥) can
be typed by Tm(Π(𝐴, 𝑥.𝐴)) in context Γ for any 𝐴 with Γ ⊢ 𝐴 : Ty. Nevertheless,
we can still show uniqueness of sorts for inferable terms:

Theorem 5 (Unicity of sorts). Suppose that the underlying theory T is valid.
If 𝑡 is inferable and Γ ⊢ ⌜𝑡⌝ : 𝑇 and Γ ⊢ ⌜𝑡⌝ : 𝑈 then 𝑇 ≡ 𝑈.

Proof. By Theorem 3 we get Γ ⊢ 𝑡 ⇒ 𝑇 ′ with 𝑇 ≡ 𝑇 ′ from Γ ⊢ ⌜𝑡⌝ : 𝑇 and
Γ ⊢ 𝑡 ⇒ 𝑈′ with 𝑈 ≡ 𝑈′ from Γ ⊢ ⌜𝑡⌝ : 𝑈. We can show type inference to be
functional, so we get 𝑇 ′ = 𝑈′ and thus 𝑇 ≡ 𝑈.

5 More examples

In the previous sections we have illustrated our framework with the theory T𝜆Π,
defining a basic Martin-Löf Type Theory with dependent products. We now show
other examples of valid theories to showcase the generality of our framework.
Throughout this section, we use the informal notation for schematic typing rules
discussed in Subsection 2.4, for readability purposes. We refer to the files of the
implementation in https://github.com/thiagofelicissimo/BiTTs for more details.

Dependent pairs We can define dependent pairs by extending the theory T𝜆Π with

⊢ A : Ty 𝑥 : Tm(A) ⊢ B : Ty

⊢ Σ(A, B) : Ty

⊢ A : Ty 𝑥 : Tm(A) ⊢ B : Ty
⊢ t : Tm(A) ⊢ u : Tm(B{t})
⊢ pair(t, u) : Tm(Σ(A, 𝑥.B{𝑥}))

https://github.com/thiagofelicissimo/BiTTs
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⊢ A : Ty 𝑥 : Tm(A) ⊢ B : Ty
⊢ t : Tm(Σ(A, 𝑥.B{𝑥}))
⊢ proj1 (t; ·) : Tm(A)

⊢ A : Ty 𝑥 : Tm(A) ⊢ B : Ty
⊢ t : Tm(Σ(A, 𝑥.B{𝑥}))

⊢ proj2 (t; ·) : Tm(B{proj1 (t)})

proj1 (pair(t, u); 𝜀) ↦−→ t proj2 (pair(t, u); 𝜀) ↦−→ u

We can see that pair is given a constructor rule, whose sort is a pattern allowing
to recover A and B, whereas proj1 and proj2 are given destructor rules in which
the omitted arguments are recovered from the principal argument.

Lists We can define lists by extending T𝜆Π with the following.

⊢ A : Ty

⊢ List(A) : Ty

⊢ A : Ty

⊢ nil : Tm(List(A))

⊢ A : Ty ⊢ x : Tm(A)
⊢ l : Tm(List(A))

⊢ cons(x, l) : Tm(List(A))

⊢ A : Ty ⊢ l : Tm(List(A)) 𝑥 : Tm(List(A)) ⊢ P : Ty ⊢ pnil : Tm(P{nil})
𝑥 : Tm(A), 𝑦 : Tm(List(A)), 𝑧 : Tm(P{𝑦}) ⊢ pcons : Tm(P{cons(𝑥, 𝑦)})

⊢ ListRec(l; P, pnil, pcons) : Tm(P{l})

ListRec(nil; 𝑥.P{𝑥}, pnil, 𝑥𝑦𝑧.pcons{𝑥, 𝑦, 𝑧}) ↦−→ pnil

ListRec(cons(x, l); 𝑥.P{𝑥}, pnil, 𝑥𝑦𝑧.pcons{𝑥, 𝑦, 𝑧}) ↦−→
pcons{x, l,ListRec(l; 𝑥.P{𝑥}, pnil, 𝑥𝑦𝑧.pcons{𝑥, 𝑦, 𝑧})}

Like one would wish, the constructors nil and cons indeed do not store the type
annotation 𝐴, which is recovered from the sort. This annotation is also elided in
the destructor ListRec, where it is recovered from the principal argument.

In general, we can extend the theory with any (non-indexed) inductive type.
For instance, see the file mltt.bitt where we add natural numbers and W-types.

Universes We can define Tarski-style universes by extending T𝜆Π with a type U
and a decoding function mapping each inhabitant 𝑎 of U into a type El(𝑎).

⊢ U : Ty

⊢ a : Tm(U)
⊢ El(a; ·) : Ty

We then add a code for each type of the theory, with an associated rewriting
rule stating that the code is decoded by El into the appropriate type.

⊢ u : Tm(U)
⊢ a : Tm(U) 𝑥 : Tm(El(a)) ⊢ b : Tm(U)

⊢ 𝜋(a, b) : Tm(U)

El(u; 𝜀) ↦−→ U El(𝜋(a, 𝑥.b{𝑥}); 𝜀) ↦−→ Π(El(a; 𝜀), 𝑥.El(b{𝑥}; 𝜀))

This specifies a type in type universe, which is known to be inconsistent [14].
This can however be easily fixed by stratifying universes into a hierarchy. By
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doing this, we can then define a Tarski-style variant of (functional) Pure Type
Systems [9]. Alternatively, instead of using Tarski-style we can also define (weak)
Coquand-style universes [16,26,28,6] — see the file mltt-coquand.bitt for a def-
inition also featuring (weak) cumulativity and universe polymorphism.

Higher-order logic We have seen how to extend T𝜆Π with various type formers,
however we can also define logics. To define higher-order logic (HOL) we first de-
clare a type of propositions and a sort rule to represent the judgment "P is true".

⊢ Prop : Ty

⊢ P : Tm(Prop)
⊢ Prf(P) sort

We can then add connectors or quantifiers such as the universal quantifier ∀ —
see the file hol.bitt for more details.

⊢ A : Ty
𝑥 : Tm(A) ⊢ P : Tm(Prop)
⊢ ∀(A, P) : Tm(Prop)

⊢ A : Ty 𝑥 : Tm(A) ⊢ P : Tm(Prop)
𝑥 : Tm(A) ⊢ p : Prf(P)

⊢ ∀in (p) : Prf(∀(A, 𝑥.P{𝑥}))

⊢ A : Ty 𝑥 : Tm(A) ⊢ P : Tm(Prop)
⊢ r : Prf(∀(A, 𝑥.P{𝑥})) ⊢ t : Tm(A)

⊢ ∀el (r; t) : Prf(P{t})
∀el (∀in (𝑥.p{𝑥}); t) ↦−→ p{t}

6 Related work

Our general definition of dependent type theories draws much inspiration from
other frameworks for type theory, such as GATs [13], SOGATs [40], FTTs [25],
QIITs [7,27], and from logical frameworks such as Dedukti [8,12] and Harper’s
Equational LF [23]. However, our framework differs from these works by support-
ing non-annotated syntaxes and enforcing a constructor/destructor separation
of symbols and rules, both of which seem to be important ingredients for bidi-
rectional typing.

Another point of divergence from these frameworks is that most of them
allow the use of arbitrary equations when defining the definitional equality of
theories. However, it then becomes hard to give an implementation, as it would
require deciding arbitrary equational theories. We instead take the approach of
Dedukti of supporting only rewrite rules, which allows to decide the definitional
equality of theories in a uniform manner, and makes it possible to implement our
framework. A different approach is taken in Andromeda, an implementation of
FTTs, where they also allow for extensionality rules [10]. They however provide
no proof of completeness for their equality-checking algorithm.

Our proposal also draws inspiration from the works of McBride, a main ad-
vocate of dependent bidirectional typing. His ongoing work on a framework for
bidirectional typing [31,32] shares many similarities with ours, for instance by
adopting a constructor/destructor separation of rules. However, an important
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difference with our framework is that he takes the bidirectional type system as
the definition of the theory. Therefore, there is no discussion on how to show
soundness and completeness with respect to a declarative system, as the bidirec-
tional one is the only type system defined in his setting. This approach differs
from most of the literature on dependent bidirectional typing [18,2,29,1,3,4], in
which one first defines the type theory by a "platonic" declarative type system
and then shows it equivalent to a bidirectional system which can be implemented.
Finally, this choice also makes the metatheoretic study of theories quite different:
for instance, in order for the bidirectional system to satisfy subject reduction he
is obliged to introduce type ascriptions in the syntax.

Another work from which ours drew inspiration is the one of Reed [38], where
he proposes a variant of the Edimbourg Logical Framework in which arguments
can be omitted. Crucially, these arguments are not elaborated through global
unification, but instead locally recovered by annotating each declaration with
modes to guide a bidirectional algorithm. However, his framework does not allow
for extending the definitional equality, meaning that one cannot define dependent
type theories directly, but instead has to encode its derivations trees (as in [24]).
This also means that his system does not need to deal with some complications
that arise in our more general setting, such as matching modulo. Finally, even
if his ideas were an important inspiration to our work, his results are presented
without proofs, which unfortunately reduces their reusability.

7 Conclusion and future work

In this work we have given a generic account of bidirectional typing for a general
class of dependent type theories. Our main results, Theorems 2 and 3, establish
an equivalence between declarative and bidirectional type systems for a general
class of theories. The underlying algorithm of Theorem 4, establishing the decid-
ability of typing for weak normalizing theories, has been implemented in a proto-
type implementation available at https://github.com/thiagofelicissimo/BiTTs,
providing a theory-independent type-checker that has been tested with multi-
ple theories.

Regarding future work, the most important omission that we would like to ad-
dress is that of inductive families. Indeed, these do not fit our definitions because
their constructor’s types either are non-linear patterns (as in the constructor for
equality) or contain metavariables for arguments that are computationally rele-
vant and thus cannot be omitted (as in the cons constructor for vectors).

Moreover, even if our system builds heavily on the constructor/destructor
distinction in type theory, some few constructions do not respect this separation.
For instance, to define Russell universes we need the rewrite rule Tm(U) ↦−→
Ty [39], which is not valid in our setting, given that Tm is not a destructor.
Whether there is a way of accommodating these without fully abandoning the
constructor/destructor separation is something we would like to investigate in
future work.

https://github.com/thiagofelicissimo/BiTTs
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A long term goal is also to extend our framework to account for type-directed
equality rules, which are needed for handling 𝜂-laws and definitional proof ir-
relevance. Even if it is well known how to design complete equality checking
algorithms for specific theories with type-directed equalities [5], doing so in a
general setting like ours seems to be an important challenge. We could take
inspiration from the customizable equality-checking algorithm implemented in
Andromeda [10]. However, as mentioned in the previous section, their algorithm
is not proven complete, so further research in this direction seems to be needed.
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