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Abstract. We propose the use of controlled natural language as a
target for knowledge graph question answering (KGQA) semantic
parsing via language models as opposed to using formal query lan-
guages directly. Controlled natural languages are close to (human)
natural languages, but can be unambiguously translated into a formal
language such as SPARQL. Our research hypothesis is that the pre-
training of large language models (LLMs) on vast amounts of textual
data leads to the ability to parse into controlled natural language for
KGQA with limited training data requirements. We devise an LLM-
specific approach for semantic parsing to study this hypothesis. To
conduct our study, we created a dataset that allows the comparison of
one formal and two different controlled natural languages. Our anal-
ysis shows that training data requirements are indeed substantially
reduced when using controlled natural languages, which is relevant
since collecting and maintaining high-quality KGQA semantic pars-
ing training data is very expensive and time-consuming.

1 Introduction
Over the past decades, large amounts of structured knowledge in the
form of knowledge graphs have been published [11, 29, 32]. To ac-
cess the information in such knowledge graphs, query languages like
SPARQL1 are used. The use of formal queries to access knowledge
graph poses difficulties for non-expert users as they require the user
to understand the syntax of the formal query language, as well as
the underlying structure of entities and their relationships. KG ques-
tion answering (KGQA) systems, therefore, aim to provide the users
with an interface to ask questions in natural language, using their
own terminology, to which they receive a concise answer generated
by querying the KG. Recently, KGQA systems have also been used
as an auxiliary system (commonly called a "tool" or "plugin") for
LLMs in chatbots, since they allow LLMs to ground their responses
in factual knowledge stored in a knowledge graph [16, 34] to reduce
LLM hallucinations.
∗ Corresponding Author. Email: jlehmnn@amazon.com.
1 https://www.w3.org/TR/rdf-sparql-query/

KGQA systems typically use semantic parsing approaches in
which natural language questions are transformed into formal lan-
guage. Such approaches are often trained on large datasets of (nat-
ural language, formal query language) pairs. Creating such datasets
can be very expensive since handwriting formal queries for natural
language input queries is a time-consuming task. At the same time,
machine learning techniques for semantic parsing are typically not
sufficiently accurate when trained on smaller datasets. To enable the
creation of large datasets, various semi-automated approaches have
been used [5, 26, 31]. Although those datasets were helpful to ad-
vance the state-of-the-art, they are still largely template-based, do
not generalise well outside of the scope of those templates and often
do not reflect the traffic seen in QA systems in production. Therefore,
we argue that it is important to investigate KGQA semantic parsing
systems which require smaller amounts of training data.

As a step towards achieving this, we propose using a controlled
natural language (CNL) as the target formal language. CNL expres-
sions are close to (human) natural language while they can still be
unambiguously translated into a formal language. Our research hy-
pothesis is that using controlled natural language is more suitable
than a formal query language for knowledge graphs, since CNLs are
a) closer to the input query in natural language and b) closer to the
high amounts of textual pre-training data of language models, that
can be employed for semantic parsing. To the best of our knowledge,
this research hypothesis has so far not been investigated for knowl-
edge graph query languages. There are studies on controlled natu-
ral languages for simpler custom query languages, for example [20].
However, these studies do not yet cover the more complex composi-
tional patterns of graph query languages, aggregation functions, and
common hyperrelational graph structures. We believe the research
hypothesis is interesting because while controlled natural language
expressions are close to the large amount of human-authored text that
LLMs have been trained on, they typically do not occur frequently in
LLM pre-training data directly. In contrast to this, formal query lan-
guages like SPARQL or SQL are frequent in pre-training data and in
small-scale scenarios work to some extent already in zero- and few-



shot settings. From this perspective, we were curiously interested
which of those factors would have a bigger influence on semantic
parsing performance.

To verify our research hypothesis, we conducted a study using
the Mintaka dataset [25] based on Wikidata. Unlike most KGQA
datasets, Mintaka contains very natural questions, as they were col-
lected manually in a high-quality data collection process. However,
due to the significant effort that would be required to collect (nat-
ural language, logical form) pairs, Mintaka only contains (natural
language, response) pairs, i.e. a so called weak supervision setting.
We prefer to investigate the strong supervision setting because of its
widespread use in semantic parsing and its simplicity, which only
requires LLM fine-tuning. To be able to investigate our research hy-
pothesis, we labelled a subset of 550 questions of Mintaka with their
corresponding logical forms. We provide three variants of those log-
ical forms: SPARQL [10], Sparklis [7] and SQUALL [6]. The lat-
ter two are controlled natural languages. We then used several lan-
guage models, specifically BLOOM [24], GPT Neo2, GPT-2 [18],
GPT-3 [3], T5 [19] and Llama 2 [30] on this dataset. We employ the
state-of-the-art ReFinED [1] entity linker to enrich the LLM prompt
with entity information. The specific prompting and fine-tuning tech-
niques that we used are described in Section 4. We generally focused
on comparing results across target languages rather than optimising
the performance of the approach itself. Overall, we make the follow-
ing contributions:

• Proposing controlled natural languages as target for KGQA se-
mantic parsing, opposed to using formal query languages directly.

• Provision of a dataset containing 550 (NL question, formal KG
query) pairs to the community.3 While larger (semi-)automatically
created datasets exist, this is one of the largest publicly available
strong supervision datasets using a manually collected set of ques-
tions (similar to, e.g. [17]) and the largest for controlled natural
language KGQA.

• Development of an LLM-based semantic parsing approach that
builds on an external entity linker and leverages the capabilities of
LLMs to hallucinate for relation linking.

• An evaluation of semantic parsing accuracy for three target lan-
guages on six different language models using different metrics.

• An analysis of the relationship between fine-tuning scale and se-
mantic parsing accuracy across the three target languages.

• A qualitative result analysis on our test set of 150 queries.

2 Related Work

We first discuss related work in the area of knowledge graph question
answering and then continue with controlled natural languages for
semantic parsing.

2.1 KGQA Semantic Parsing

A range of different approaches have been proposed for semantic
parsing, such as Combinatory Categorial Grammars (CCG), rule-
based systems or neural-network based methods. [9] provides a gen-
eral overview over such semantic parsing techniques. Since we fo-
cus more specifically on semantic parsing in the context of knowl-
edge graphs, we refer to [4] as an introduction and survey for neural
network-based KGQA semantic parsing.

2 https://github.com/EleutherAI/gpt-neo
3 https://github.com/NIMI-research/CNL_KGQA

Modern KGQA semantic parsing methods are often based on se-
quence to sequence architectures, e.g. [21] where an encoder trans-
lates the natural language utterance into an intermediate state and a
decoder then translates this state into a logical form. Pointer genera-
tor networks allow to copy some part of the input, e.g. a data value,
into the output. Those approaches have shown to be accurate when
trained on large amounts of high quality training data. However, as
described in the introduction obtaining training data is very chal-
lenging and updating the training set to incorporate new features or
cover more domains requires substantial effort. For this reason, there
was an increasing interest in training semantic parsers with less data.
For example, [22] explores an unsupervised approach for semantic
parsing. While achieving promising results, such approaches do not
achieve the performance levels required for production level systems
and cannot easily be tuned to do so.

Large language models such as GPT-3 [3], BLOOM [24] or Llama
2 [30] also support semantic parsing with zero or few examples and
are a promising avenue towards reducing the need for high amounts
of training data, in particular after several improvements have been
made to reduce the inference costs of such models. However, LLMs
do not support KG-specific parsing directly without access to entities
in the underlying knowledge graph. For this reason, they need to be
augmented with a method to retrieve entities. We are not aware of
any publication that has used an LLM-based generative approach for
knowledge graph question answering at the point of writing but point
to some related work with controlled natural language as a target in
the subsection below.

2.2 Controlled Natural Languages for Semantic
Parsing

Controlled natural languages (CNLs) have been used as target for
semantic parsing in applications outside of knowledge graph ques-
tion answering. For example, [20] has already investigated the idea
of using a special-purpose CNL to reduce training data requirements
and showed improvements on the Overnight dataset [33] in several
smaller domains. On the same (and other) datasets, [28] used a con-
straint decoding procedure for semantic parsing that employs the
GPT-3 and Codex models. They compared a controlled natural lan-
guage and a standard logical form language and could show accuracy
benefits of using a controlled natural language. Although these pre-
vious studies are an indicator and motivation for our investigation,
they were performed on datasets with a smaller scale and not on
knowledge graphs. For example, an Overnight domain has at most
45 relations compared to more than 10,000 relations (and more than
100 million entities) in the Wikidata knowledge graph [32] that we
use. Similarly, [27] investigated the use of language models (BART,
GPT-2, GPT-3) for constrained decoding of synchronous context-free
grammars (SCFG) following an idea similar to ours by first convert-
ing an NL question into a canonical human-like utterance which is
then translated into the target logical form. These are again evaluated
on Overnight and related datasets. [14] introduces a new language
Graph-IR with the aim of unifying the semantic parsing of graph
query languages with one intermediate representation. The princi-
ples of their intermediate representation language are similar to CNL
but with less emphasis on naturalness compared to the SQUALL lan-
guage which we are investigating. Moreover, they use a BART-based
encoder-decoder model, whereas we focus on generative approaches
using LLMs.



3 Preliminaries

3.1 Semantic Parsing

Semantic parsing is the task of translating a natural language (NL)
utterance into a machine-interpretable representation q (query) of its
meaning in a given formal language. The generated logical form q is
correct if it captures the meaning of the input NL utterance. Given
that it is difficult to formalize the concept of meaning, there are sev-
eral metrics for measuring the correctness of semantic parsing:

One set of metrics relevant for semantic parsing are execution met-
rics, which measure whether the execution of the logical form, e.g.
executing a query over a knowledge graph, yields the desired result.
It should be noted that query execution is not sufficient for correct-
ness because multiple queries can return the same result even if they
do not correctly capture the meaning of the input question. We call
such logical forms spurious. For example, translating “What is two
plus two” to 2∗2 yields the correct result but is not the correct query.

Another set of metrics are text similarity metrics such as
BLEU [15] or METEOR [2]. Those are primarily used as proxy met-
rics to assess how close the semantic parse is to the gold standard
query, but are less significant than execution metrics for KGQA.

3.2 Knowledge Graphs

In this paper, we use hyperrelational knowledge graphs as a base.
Hyperrelations are common, e.g., they are required to model the rela-
tionship properties in graph databases and the DBpedia [11] or Wiki-
data [32] knowledge graphs use variants of this data model. Using
hyperrelations via so called qualifiers in Wikidata is indeed required
for several questions in the Mintaka dataset which we evaluate on.
Let E = {e1 . . . ene} be a set of entities, L be the set of all literal
values, and P = {p1 . . . pnr} be a set of properties (also called re-
lations). A statement t = (s, p, o,Q) comprises a subject s ∈ E ,
a property p ∈ P , an object o ∈ (E ∪ L), and a set of qualifiers
Q ⊆ P × (E ∪ L). The property p relates the subject s to the ob-
ject o, and the set of qualifiers Q further describes the relationship.
An example of statement in Wikidata is (The Twilight Saga: Break-
ing Dawn – Part 1, part of the series, The Twilight Saga, { (series
ordinal, 4), (follows, The Twilight Saga: Eclipse)}), which describes
the film "Breaking Dawn - Part 1" as the fourth in the Twilight Saga,
following the film "Eclipse". A KG K is a set of such statements.

3.3 Controlled Natural Languages for SPARQL

Generally, Controlled Natural Languages aim at bridging the high-
level and natural syntax of natural languages, and the lack of ambi-
guity of formal languages such as SPARQL [10]. CNLs allow for
abstracting from the low-level aspects of formal languages (such
as bindings and relational algebra). Sparklis [7] and SQUALL [6]
are examples of SPARQL-oriented CNLs for querying and up-
dating knowledge graphs. SQUALL has a very high coverage of
SPARQL queries and updates. It therefore combines the expres-
sivity of SPARQL, and at the same time the readability of natu-
ral languages. Its main limit is that the content words (e.g., proper
nouns, verbs) must be non-ambiguous references to entities and rela-
tions. SQUALL is based on Montague grammars [13] that combine
context-free grammars, first order logic, and λ-calculus. Sparklis acts
as an interactive SPARQL endpoint explorer that completely hides
SPARQL behind a CNL. Sparklis’ CNL is slightly less expressive
and less natural than SQUALL, and it only covers SELECT queries.

Who was the cast member of Titanic and born 
in Los Angeles?

Sparklis Query: 

SPARQL Query: 

Which <human> was a <cast member> of <Titanic> 
and has <place of birth> <Los Angeles> ?

SQUALL Query: 

NL Query: 

Naturality

Figure 1. An example natural language query from the Mintaka dataset,
and its equivalent queries written in the SQUALL and Sparklis controlled

languages as well as SPARQL query language.

In counterpart, queries can be built incrementally through user in-
teraction: at each step, Sparklis suggests some query refinements,
among which the user selects the refinement that fits her information
needs. This allows the user to discover the data model on-the-fly, and
this prevents ill-formed queries. The main limitation is that, in case
of a complex data model (like in Wikidata), it may be difficult for the
user to find a valid sequence of refinements. Figure 1 shows an ex-
ample natural language query that is taken from the Mintaka dataset.
We showcase the corresponding SPARQL, Sparklis and SQUALL
versions of this question.

4 Semantic Parsing Approach

4.1 Overview

Our main goal is to compare different target languages for seman-
tic parsing using LLMs. For this reason, we devised an approach
that follows the same steps for all target languages. Upon receiving
a question as input, we first perform an entity linking step. We then
instruct the LLM to convert the input query into the target language.
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Question

Entity 
Information 

Few-Shot 
Examples

Probabilities Entity 
Information Entity IDs

LLM 
Generation

Entity Linker 
(ReFinED)

Wikidata
Query

Target Language 
(e.g., SPARQL)

Final Query

Relation 
Adjustment

Figure 2. Runtime workflow: First, entity linking is performed. The linked
entities with additional information are fed into the prompt construction. The
LLM generates an intermediate query after which relations can be adjusted.



4.2 Entity Linking

Entity linking is the NLP task that assigns a unique identifier - in our
case a node in the knowledge graph - to entities mentioned in an input
utterance. Our approach is not specific to a particular entity linker. In
our experiments, we decided to use the ReFinED [1] entity linker,
since it achieves state-of-the-art results on Wikidata and is runtime
efficient. For a given input utterance, we retrieve all entities above a
threshold probability value returned by ReFinED. This threshold is a
hyperparameter of our semantic parsing approach. For each returned
entity, we obtain its label and description. For each entity the quadru-
ple (entity ID, probability, label, description) is passed as input to the
LLM prompting step. The additional information beyond the entity
ID can be used by the LLM for the semantic parsing step. For exam-
ple, the probability may lead to the LLM preferring highly probable
entities over less probable entities. The label and description give the
LLM additional context. It should be noted that the entity label alone
is not unique, e.g. the label "The Hunger Games" exists multiples
times in Wikidata (for the books, the movie series and the first movie
in the series itself).

Relation linking is the NLP task that assigns a unique identifier to
relations relevant to an input utterance. We do not employ a separate
relation linker, but let the LLM generate the relation as part of the
query generation. We do this for several reasons:

• First, relation linking is usually less accurate than entity linking,
since relations are frequently implicit (i.e. not part of the question)
or have a variety of surface forms. Given the difficulty of this task,
the LLM itself may be the most suitable component for this task.

• Second, knowledge graphs usually contain much fewer relations
than entities. For example, as of May 2023, Wikidata contains ap-
proximately 10 thousand relations but more than 100 million en-
tities4. So while the training data may contain at least a relevant
portion of frequent relations, it will only contain a minuscule frac-
tion of existing entities.

• Third, we can use the hallucination of LLMs as a strength by let-
ting it generate likely relations and then adjusting those in a post-
processing step if needed (described in more detail later in this
section). This is useful since most of the infrequent relations will
not be in the training data.

4.3 Prompting

In our approach, the LLM prompt consists of three parts: the instruc-
tion, the input question, and the list of entities. As instruction, we use
"Given the question and the entities generate a $language query!"
where $language ∈ {SPARQL, Sparklis, SQUALL} is the target
language. The question is passed to the LLM as is. For the enti-
ties, we pass the quadruples (entity ID, probability, label, descrip-
tion) as described in the previous section. An example of a prompt is
given below. We did not perform prompt engineering since optimis-
ing performance is not the main scope of the experiments. While this
may affect absolute ceiling performance, it is unlikely to substan-
tially affect the performance difference between the different target
languages that is our focus here.

Given the question and the entities generate a
SQUALL query!

Question: Which actor was the star of Titanic
and born in Los Angeles?

4 See https://www.wikidata.org/wiki/Wikidata:Statistics.

Entities:
[{’ID’: ’Q44578’, ’Label’: ’Titanic’,
’Description’: ’1997 film by James Cameron’,
’Probability’: 0.4532},
{’ID’: ’Q25173’, ’Label’: ’Titanic’,
’Description’: ’British transatlantic passenger
liner, launched and foundered in 1912’,
’Probability: 0.3498’},
{’ID’: ’Q65’, ’Label’: ’Los Angeles’,
’Description’: ’largest city in California,
United States of America’,
’Probability’: 0.9623}]

SQUALL query:

4.4 Posthoc Relation Adjustment

Given that the number of fine-tuning training examples which we
use is relatively small compared to the number of relations, there is a
high chance that a question contains an unseen relation. To overcome
this problem, we can make use of LLM hallucinations. Although hal-
lucinations are usually seen as a negative phenomenon in LLMs, we
can exploit them as a strength in our case. Even for unseen (or infre-
quently seen) relations, the LLM causal modeling objective incen-
tivizes it to output tokens that are plausible in the given context if we
give it the opportunity to do so. In order to achieve this, we let the
LLM output not only the identifier of a relation (e.g. P162) but also
the label (e.g. producer) separated by a colon. For frequently seen
relations, the LLM will likely output a correct identifier. If the rela-
tion is unseen or infrequently seen, it may hallucinate an incorrect
identifier and a plausible relation name, which may, however, not ex-
ist in Wikidata. We can then use this relation name to post-process
the relation. To do this, we use Cosine similarity to calculate within
the 384-dim vector space using the (all-MiniLLM-L6-v23) Sentence
transformer from Hugging face 5. The model embeds each label(both
the generated label and the Wikidata label) into 384 dim vectors. Af-
ter this the generated label vector is compared against all label vec-
tors of Wikidata. Then The hallucinated label is then replaced with
the highest scoring relation label from Wikidata.

5 The Mintaka-CNL Dataset
Mintaka [25] is a natural and multilingual question answering dataset
containing 20k manually written NL queries in English. We used
Mintaka as a base for our studies since it is the only KGQA dataset
we are aware of that contains a high number of queries and does
not contain questions that are, at least in part, automatically gener-
ated (e.g. "Is the WOEID of Tuscaloosa 14605?" in KQA Pro [26]
or "1520.0 is the minimum width for which size rail gauge?" in
GrailQA [8]). To create our dataset, we sampled questions from
Mintaka using the following criteria: a) diversity in question themes,
b) diversity in question complexity, c) preference of questions with
more than one entity, and d) having at least three examples of the
same type of question in each category. After sampling relevant
questions from Mintaka, we constructed their equivalent CNL and
SPARQL queries. For this, we first turned them into Sparklis queries
using its query construction interface6. On average, it takes several
minutes to create one query using the tool which is still a substan-
tial speedup compared to manually writing SPARQL queries. The
majority of this work was done during internal workshops. Three re-
searchers and two student assistants were involved in creating the
Sparklis queries.
5 See https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2.
6 http://www.irisa.fr/LIS/ferre/sparklis/



The interface automatically converts queries into SPARQL
queries. For SQUALL, the queries are manually written based on
the Sparklis query. A semi-automatic conversion is subject to future
work. Generally, SQUALL is slightly more expressive than Sparklis,
where some features are not directly supported: e.g. selecting the n-
th element according to an order or comparisons of relation values
(e.g. height, length). SQUALL also supports a direct conversion into
SPARQL such that we could verify that both queries return the same
output modulo differences in language expressivity.

Table 1. Used models including parameter count.

Model Name Developed by Number of Parameters

GPT-2 OpenAI 0.12 B
T5-Large Google 0.77 B
GPT Neo EleutherAI 1.3 B
GPT-2 XL OpenAI 1.5 B
Bloom BigScience 1.7 B
GPT-3 Curie OpenAI 6.7 B
Llama2 7B Meta 7 B
GPT-3 Da Vinci OpenAI 175B

Mintaka has seven categories of questions including (1) count,
(2) intersection, (3) superlative, (4) difference, (5) comparative, (6)
generic and (7) ordinal. Our questions are spread over the different
categories as follows: 92, 85, 57, 49, 56, 74 and 137. The original
Mintaka dataset also has another category named of yes/no ques-
tions which we did not consider in this work, since Sparklis does not
support SPARQL ASK queries.

In total, we sampled 550 questions and created three different log-
ical forms for each. This dataset is split into 400 train and 150 test
questions.

6 Experimental Setup
6.1 Models and Fine-Tuning

We used the language models shown in Table 1. The models were
selected to cover a range of different sizes suitable for generative
NLP tasks. For all models, we used a fine-tuning procedure using the
prompt as described in Section 4 and the actual target query as the
completion target. For models outside of the GPT-3 family, we up-
dated the tokenizer to include special tokens and re-sized the model’s
token embeddings. During the fine-tuning phase, the models were
trained following parameters of [23] which states 25 epochs with
a constant learning rate of 5e-05 and a batch size of 4. The maxi-
mum sequence length during training was set at 120. No extensive
hyperparameter optimization was performed. The same settings are
used for all target languages. For the decoding step, we use a greedy
search strategy. Special tokens are excluded from the LLM output be-
fore evaluation. The threshold for entity linking was set to 0.1. The
fine-tuning was done on 2 Nvidia A100 GPUs on Linux and on Ope-
nAI servers for GPT-3. Code was written in Python 3.10. The fine
tuning for Llama 2 [30] was done for 20 epochs, with constant learn-
ing rate of 1e-04 and batch size of 1. No extensive hyper- parameter
optimization was performed.

6.2 Metrics

We employ a combination of translation quality metrics and ex-
ecution metrics (see Section 3.1): BLEU Cumulative [15], ME-
TEOR [2], ROUGE [12] help in evaluating the translation quality,

with BLEU cumulative focusing on n-gram precision, METEOR
providing a balance between precision, recall and ROUGE-2 that fo-
cuses on bi-gram (2-gram) recall. These metrics help to assess the
extent to which the generated queries preserve the structural and
semantic information of the reference query at granular level. We
also use Exact Match accuracy to evaluate the percentage of queries
matching the ground truth. Additionally, we incorporate hits@1 as
execution metric, which measures whether the first retrieved answer
when actually querying the underlying knowledge graph matches the
Mintaka gold standard. The Mintaka dataset reports exactly one cor-
rect result for each query, which is why we did not include further
execution metrics such as micro precision and recall.

7 Quantitative Evaluation Results
We investigate the following research questions:

1. Does a controlled natural language as target for KGQA semantic
parsing using LLMs have a positive effect on accuracy?

2. Are smaller amounts of training data sufficient to teach an LLM a
controlled natural language as opposed to a formal language?

3. Does the answer to the above two questions depend on the choice
of language model?

4. Does the answer to the first question depend on the question type?

We will walk through our research questions and connect them
to the quantitative evaluation results we obtained. The first research
question is whether using CNL can result in improved accuracy.
We report our results in Table 2. Mintaka is generally a challeng-
ing dataset with hits@1 scores reported [25] to be between 0.12 and
0.2 on its test set for 3 different approaches. (Note that the Mintaka
test set is a superset of our Mintaka-CNL test set and the reported ap-
proaches use weak supervision rather than strong supervision. There-
fore, the results are not directly comparable.)

The hits@1 results for the two controlled natural languages,
Sparklis and SQUALL, are both higher than the SPARQL baseline.
Using SQUALL leads to higher accuracies for all models except T5,
which could be due to it being even closer to natural language than
Sparklis and generally being more compact. For the top-performing
model, the accuracy using SQUALL is roughly twice as high com-
pared to using SPARQL, so the choice of target language has a strong
influence on the performance of the KGQA system. For the string
similarity proxy metrics (BLEU, METEOR, ROUGE) SQUALL and
Sparklis are similar, and consistently higher than SPARQL. For
Sparklis, we used the exact match score as an estimate for hits@1
execution accuracy. This can be an overestimate in some cases since

Figure 3. Illustration of hits@1 accuracy (y-axis) of the top performing
models when using different amounts of fine-tuning examples (x-axis). Each
line in the plot corresponds to a pair of language model and target language.



Table 2. Evaluation Results on the Mintaka-CNL dataset for different combinations of language models and target languages. The last column shows the
absolute difference between hits@1 score of the controlled natural language and SPARQL.

Model Setting Language BLEU METEOR ROUGE Exact Match Hits@1 ∆ Hits@1

GPT-3 Davinci Fine-Tuning-400 SPARQL 0.60 0.57 0.51 0.09 0.18 -
Sparklis 0.67 0.71 0.61 0.20 0.20 +0.02
SQUALL 0.72 0.73 0.60 0.18 0.36 +0.18

GPT-3 Curie Fine-Tuning-400 SPARQL 0.60 0.58 0.52 0.09 0.15 -
Sparklis 0.67 0.71 0.62 0.19 0.19 +0.04
SQUALL 0.71 0.70 0.60 0.16 0.26 +0.11

Llama 2 7B Fine-Tuning-400 SPARQL 0.63 0.65 0.46 0.05 0.11 -
Sparklis 0.62 0.68 0.59 0.19 0.19 + 0.08
SQUALL 0.71 0.72 0.59 0.13 0.23 +0.12

T5-Large Fine-Tuning-400 SPARQL 0.35 0.47 0.24 0.00 0.03 -
Sparklis 0.66 0.7 0.61 0.21 0.21 +0.18
SQUALL 0.7 0.7 0.58 0.11 0.19 +0.16

GPT Neo Fine-Tuning-400 SPARQL 0.38 0.33 0.36 0.03 0.04 -
Sparklis 0.54 0.61 0.55 0.08 0.08 +0.04
SQUALL 0.64 0.65 0.68 0.18 0.18 +0.14

GPT-2 XL Fine-Tuning-400 SPARQL 0.31 0.35 0.24 0.04 0.06 -
Sparklis 0.54 0.6 0.51 0.12 0.12 +0.06
SQUALL 0.58 0.63 0.54 0.11 0.15 +0.09

BLOOM 1.7B Fine-Tuning-400 SPARQL 0.38 0.43 0.29 0.02 0.04 -
Sparklis 0.61 0.58 0.57 0.10 0.10 +0.06
SQUALL 0.59 0.64 0.63 0.09 0.13 +0.09

GPT-2 0.12B Fine-Tuning-400 SPARQL 0.28 0.22 0.18 0.00 0.00 -
Sparklis 0.43 0.51 0.47 0.04 0.04 +0.04
SQUALL 0.41 0.39 0.33 0.08 0.12 +0.12

Table 3. Error categories we observed on the test set for GPT-3 (Da Vinci) fine-tuned on 400 examples.

Error Category Category Definition Count

(1) Entity linking at least one entity required for building a correct query not found by ReFinED 18
(2) Entity selection required entities provided by the ReFinED, but at least one selected incorrectly 6
(3) Relation generation at least one relation in the ground truth not contained in the generated query 27
(4) Syntactically incorrect query query cannot be parsed by the Squall → SPARQL converter 17
(5) Semantically incorrect query query does not reflect meaning of the input question 12
(6) Query not matching KG structure relationships used in the query don’t match the KG structure 5
(7) Query correct, Mintaka result incorrect generated query is correct, but Mintaka ground truth answer is not correct (out-

dated or was never correct)
2

(8) Query correct, Wikidata has no results generated query is correct, but Wikidata does not return an answer 4

Table 4. Hits@1 scores for SQUALL and SPARQL query generation
using GPT-3 Davinci fine-tuned on 400 examples.

Question Type Count SPARQL SQUALL Improvement
(test) hits@1 hits@1

ordinal 38 0.23 0.47 + 0.24
difference 11 0.09 0.45 + 0.36
generic 23 0.21 0.43 + 0.22
intersection 21 0.28 0.33 + 0.05
comparative 10 0.00 0.30 + 0.30
count 28 0.25 0.21 – 0.04
superlative 18 0.00 0.11 + 0.11

Sparklis is less expressive than SPARQL and SQUALL. This means
that the ground truth queries may not capture all aspects of the input
question (e.g. rather than selecting the "5th US president" the Spark-
lis query returns "US presidents" in increasing "point in time"). It can
also be an underestimate since different query surface forms can lead
to the same execution results. For both SPARQL and SQUALL, we
observed that accuracy is usually much higher than the exact match
score.

We also observed that the LLM sometimes generates SQUALL
queries that are substantially different from the ground truth, but are
semantically equally good and often lead to the same execution re-
sults. If we take this ability to generate correct but syntactically dif-
ferent queries as a proxy for the LLM obtaining a deeper understand-



Table 5. Examples for correct (top) and incorrect (bottom) parses of GPT-3 Davinci. For the incorrect parses, we describe one example per failure category.

Input Generated SQUALL Query Comment

What was the last Fast a Furious
movie that Paul Walker starred
in?

Which <film> is-<part of the series> <Fast & Furious>
and has a <cast member> <Paul Walker> and has the
latest <publication date>?

successfully detects that "Fast & Furious"
is a series and "latest" refers to publication
date

Who is a current senator of
Utah and a former governor of
Massachusetts?

Which <human> has <position held> <United States
senator> at <electoral district> <Utah Class 1 sen-
ate seat> and has <position held> <Governor of Mas-
sachusetts> at an <end time>?

successfully builds a compositional query
combining two criteria

What is Iron Man’s real name? What is the <birth name> of <Iron Man> ? entity linking error: linked the movie in-
stead of the fictional character

Which Indiana Jones movie
made the most money?

Which <film> that is-<part of the series> <Indiana
Jones> has the highest <box office>?

entity selection error: picked the figure In-
diana Jones instead of the series

Which actors in Black Panther
are no longer alive?

Which <human> that is-<part of the series> <Black
Panther> has not a <cast member> <Black Panther>?

relation generation error: generated <cast
member> instead of <cause of death>

Which Iron Man movie did Jeff
Bridges not appear in?

Which <film> has <part of the series> <Iron Man> and
has not <cast member> <Jeff Bridge>?

query correct, Mintaka lists the character in-
stead of the movie as ground truth

Which member of The Police
was not British?

Which <member> of <The Police> has not <country of
citizenship> <United Kingdom>?

query correct, Wikidata has no results (any-
more)

How many movies has Quentin
Tarantino directed?

How many <film>-s has-<director> <Quentin
Tarantino>?

syntactically incorrect since there is a dash
after "has"

What basketball player became
a senator?

Which <human> has <position held> <United States
senator> at <series ordinal> 5?

semantically incorrect query asking for 5th
term rather than for basketball occupation

How many Star Trek movies
have Chris Pine in them?

How many <film>-s is-<part of the series> <Star Trek>
and has <cast member> <Chris Pine>?

query not matching KG structure, which
uses a specific entity type <Star Trek films>

ing of the target language (as opposed to simpler expression match-
ing) then the pattern we see is: more natural target languages (see
Figure 1) lead to a deeper understanding of the language by the large
language model.

To answer the second research question, we varied the number of
fine-tuning examples and plotted execution accuracies in Figure 3
for the two best performing LLMs. We observe that SQUALL is
generally more accurate across all data sizes. For lower amounts of
fine-tuning data SPARQL is more accurate than Sparklis for GPT-3
Davinci – probably because it was seen more in pre-training. Increas-
ing the number of fine-tuning examples leads to Sparklis performing
slightly better than SPARQL for GPT-3 Davinci with a constant mar-
gin. From our data, we cannot generally conclude that using a con-
trolled natural language always reduces training data requirements
- it is the case for SQUALL but to a lesser degree for Sparklis. So
whether or not training data requirements for a CNL are substan-
tially lower appears to be language-specific. SQUALL is both more
natural and more compact than Sparklis, i.e. it can express a query in
less tokens, which could explain the performance gap.

For the third research question, we computed the relative improve-
ment for each language model in the execution accuracy of SQUALL
compared to SPARQL in the last column of Table 2. It is interesting
and surprising that the improvement from a formal language to a con-
trolled natural language does not seem to depend much on the choice
of the language model. Even for a small model like the GPT-2 124
million parameter model, which could not generate a single accu-
rate SPARQL query, we observed substantial absolute improvements
when using a controlled natural language.

For the fourth research question, we analyzed the different types
of questions in Mintaka in terms of absolute performance and perfor-
mance improvement when using SQUALL instead of SPARQL. The
results are shown in Table 4. They indicate that the performance im-
provements are particularly high for difference, comparative, generic
and ordinal questions. Some of those, e.g. comparative questions, are
rather complex to phrase in SPARQL, which could explain the big-
ger performance differences for those types of questions. Generally,
performance varies greatly depending on question type which could
be explained by the types implying different query complexity.

8 Qualitative Evaluation and Failure Analysis

To analyse failure cases in more depth, we grouped them into cate-
gories as shown in Table 3. While generally a single generated query
can have multiple failures, we followed a hierarchical approach to
identify one root cause per query: We first checked whether the entity
linker provides the entities required to build a correct query. Please
note that we feed all entities above a threshold to the LLM, so in
case of ambiguous cases the LLM needs to decide which one to pick
and we do not require the entity linker to resolve the ambiguity com-
pletely. However, we do require (by the formulation of the prompt)
that the correct entities are among those provided by the entity linker.
If this is not the case, then we classify this as entity linking error. If
this is the case, but the LLM does not use the correct entity, we clas-
sify this as entity selection error. If entities were selected correctly,
but a relation is incorrect, we classified this as a relation generation
error. The last column of Table 3 shows the frequency of those er-



rors on the test set for the best performing models. We can observe
that entity linking and relation generation are major sources of er-
rors. While the entity linking approach scales to millions of entities,
it limits the ceiling performance of the LLM to roughly 88% hits@1
with the selected threshold. For larger training data sizes, the entity
linking threshold should be moved further down.

Assuming that entities and relations were selected correctly, we
then analyse whether there are syntactic or semantic errors. Syntac-
tic errors should rarely happen with LLMs, but we observed several
of them - most likely because SQUALL permits a variable structure
allowing multiple expressions that map to the same query. With lim-
ited training data, the LLM has not fully captured which of those
variations are allowed. Semantic errors are those where the gener-
ated query does not capture the intent of the question – in one case
we could observe that the LLM hallucinated an additional irrelevant
part of a query that was not correlated to the input question. The last
3 categories are queries that are not judged to be correct, because of
a) Wikidata opting for a different KG structure than generated by the
LLM, b) the Mintaka benchmark result not being correct or c) Wiki-
data not returning a result due to (never or no longer) having the data
required for answering the query.

Table 5 shows some examples of correct and incorrect parses. We
could observe that the most powerful LLM was able to perform cor-
rect semantic parses even for entities that were not top-ranked by the
entity linker and for cases where the relations are unseen in the train-
ing data. However, we also observe that the limited training data set
size makes it difficult for the LLM to adapt to unseen topics. While
semantic parsers are often trained on orders of magnitude more train-
ing data than in our study, we would generally still recommend (as
suggested by Figure 3) to include training data covering a wide range
of topics allowing the LLM to observe KG modelling choices and
relations. An interesting observation that we made is that the LLMs
more frequently tend to generate repeated unnecessary patterns in
SPARQL queries whereas this does not happen for SQUALL. This
might be due to the model having a very good understanding of
natural language and therefore also of controlled natural language
whereas for SPARQL even GPT-3 can generate queries that are not
meaningful, e.g. contain too many or repeated triple patterns.

9 Conclusions and Future Work

We verified our research hypothesis that using a controlled natural
language as target for LLM-based KGQA semantic parsing provides
advantages compared to translating into a logical form directly. This
appears to hold despite the logical form being more prevalent in use
and therefore in pre-training data. Our study with two different CNL
shows that the more compact and natural SQUALL language leads
to much better results compared to a more regular, verbose Sparklis
language. Using the most powerful LLM in our test, the semantic
parsing accuracy could be doubled by switching from SPARQL to
SQUALL. We could also observe that the LLM likely obtains a bet-
ter understanding of SQUALL, e.g. it can generate correct syntactic
variations of the ground truth and very rarely generates meaning-
less or duplicated patterns. Interestingly, the benefits of CNLs appear
to be relatively independent of Language Model size as similar im-
provements were observed for LM sizes ranging from 124 million to
175 billion parameters.

In future work, the CNL dataset could be extended and further tar-
get languages can be investigated. Moreover, we plan to investigate
the usage of CNL beyond knowledge graph semantic parsing as in-
terface for the LLM to external knowledge and services.
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