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Abstract

This paper addresses the problem of input-to-state stabilization for heat equation with external input via boundary control
strategy. Following [29], based on the backstepping approach, a switching boundary control law depending on the system
state is designed. By estimating the upper bound of kernel functions, switching levels are determined and commutation law
is further constructed. For the chosen switched control, the well-posedness property is verified. It is proved that the resulting
system is input-to-state stable, and the solutions of the system will not exceed the highest admissible level dependent on the
disturbance amplitude. Meanwhile, a stronger result is also obtained, that is the finite-time stability for the disturbance-free
system. The numerical example is provided to support the derived result.
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1 Introduction

Analysis and design of stable dynamical processes have
always been in the focus of control theory research. In
the uncertainty-free case the rates of convergence to the
desired mode constitute one of the main characteristics
of a system such as asymptotic stability [9], finite-time
and fixed-time stability [30], etc. However, in real world,
the system under consideration may be disturbed by var-
ious perturbations or noises. In this situation, it is of
vital importance to proceed to the robustness analysis.
The concept of input-to-state stability (ISS) introduced
by E. Sontag in [35] plays a fundamental role in the ro-
bust stability analysis, which provides a framework to
tackle the stability with respect to disturbance inputs.
Conceptually, ISS is characterized by the dynamical be-
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havior of the system being bounded with respect to arbi-
trary bounded input perturbations, and also asymptoti-
cally stable in the absence of external inputs. Nowadays,
fruitful results in ISS for finite-dimensional systems have
been carried out, see for instance [7, 36].

On the other hand, the problem of ISS for infinite-
dimensional systems is as important as that for finite-
dimensional systems. To name a few examples, reaction
process [5], robotic arms [11], aircraft wings [33], etc., all
require the robust control methods in practical applica-
tions. The investigation of ISS for infinite-dimensional
systems has also received a considerable attention (see
e.g.,[20, 25]). In [16] the authors developed the ISS
theory to the infinite-dimensional systems for the first
time. Afterwards, some qualitative results of ISS were
established [12, 26]. Aiming at the infinite-dimensional
systems governed by PDE, plenty of works on the ISS
analysis and control have focused on the distributed
disturbances [39, 22]. Meanwhile for the situation in-
volving boundary disturbances, various methodologies
have been proposed more recently [20, 46]. For instance,
spectral decomposition and finite difference scheme [18],
monotonicity-based approach [24], Lyapunov methods
[44], De Giorgi iteration [45], etc. The aforementioned
ISS results indicate that the trajectories of the system
in the disturbance-free case are asymptotically stable.
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In particular, many real-world application settings also
require the disturbance-free system to guarantee finite-
time stability [29, 6]. Compared with the asymptotic
stability, it is recognized that finite-time stability plays
a more important role following some specific control
engineering demands, such as finite-time deployment for
large networks of multi-agent systems [23], finite-time
operation duration of solid propellant rockets [34], etc.
Nevertheless, the issue that whether ISS and finite-time
stability can be satisfied (or be guaranteed by some
control approaches) for the disturbed and disturbance-
free PDE systems respectively has not been sufficiently
explored, which is the motivation of this study.

Currently, control placements of PDE systems from the
perspective of its spatial distribution are either distribut-
ed over the entire spatial domain (which we usually call
the distributed control [40]), or only placed at the bound-
ary of the spatial domain (that is the boundary con-
trol [31]), or applied at some specific points in the s-
patial domain (which is commonly known as pointwise
control [1, 2, 32] or interior point control [4]). Among
them boundary control, as a novel approach to effective-
ly save the implementation cost, has gradually come in-
to researchers’ mind [10, 14, 13, 41]. One can refer to
the foundational work from Miroslav Krstic by back-
stepping method [21, 3]. Some existing results on the
ISS boundary stabilization can be found in [42, 43, 45]
and references therein. Nevertheless, regarding the dual
requirements of ISS boundary stabilization for the re-
sulting PDE system and finite-time boundary stabiliza-
tion for the corresponding disturbance-free system, seri-
ous technical challenges arise in the boundary feedback
controller design and such stability analysis comparing
to the asymptotic ISS case. In recent years, some ef-
forts have been made to stabilize the (disturbance-free)
parabolic PDE systems in finite time via different bound-
ary control design methods [10, 6, 29]. However, when
disturbances enter the system, ISS analysis under the
boundary finite-time control methods is a problem that
are worthy of probing. For example, the results of [10]
guarantee finite-time stability through boundary con-
trol and time-varying kernel functions, whose utilization
in the backstepping transformations with the presence
of disturbances leads to unbounded gains for perturba-
tions in the target dynamics. The results of [6, 29] are
based on switching strategy with piecewise constant k-
ernel functions for different boundary actuations, and
growing to infinity control gains and rate of commuta-
tion are serious obstacles for analysis of these systems
in the presence of exogenous inputs (the definition and
existence of solutions is an issue). For these reasons, IS-
S analysis via boundary finite-time control strategy be-
comes complicated and furthermore, the achievement of
the aforementioned dual requirements is still open. We
are going to fill this gap in the present work.

This paper extends the results in [29] to the system with
disturbance input, steering the solution of the closed-

loop system to achieve ISS-like stabilization. Based on
[29] a piecewise linear boundary controller with a state-
dependent switching law is presented. By estimating the
bound of kernel functions, switching levels are deter-
mined and switching law is constructed. The main re-
sult states that the solution of the system cannot ex-
ceed the highest level dependent on the disturbance am-
plitude based on the switching framework we deigned,
which makes it possible to achieve ISS property. It is
worth mentioning that a stronger ISS result is obtained
in this paper. Specifically, in addition to establishing an
ISS-like estimate in the presence of disturbance, finite-
time stability is also guaranteed for the disturbance-free
case. The strategy of hybrid boundary control and anal-
ysis methods of ISS may be applicable for some other
types of PDE systems.

The paper is organized as follows. Section 2 provides the
preliminaries. The model description is proposed in Sec-
tion 3.1. With the switching law described in Section
3.2, the well-posedness analysis is further discussed in
Section 3.3. In Section 4, the main result of ISS-like sta-
bilization is derived via rigorous computations. The nu-
merical simulation is presented in Section 5 to illustrate
the theoretical result. Section 6 concludes this study.

Notation: R is the set of real numbers and R+ = {x ∈
R : x ≥ 0}, |x| corresponds to absolute value of x ∈ R.
Z, Z+ and Z− represent the sets of integers, nonnega-
tive integers and negative integers, respectively. Denote

f ′(x) = df(x)
dx for a differentiable function f : R → R.

For any interval I ⊆ R+, let Ck(I,X) with k ∈ Z+

be the space consisting of all k-order continuously d-
ifferentiable functions defined on I, which take values
in the space X. Denote by L2(I,R) the Lebsgue space
of square integrable functions f : I → R equipped

with the L2-norm ‖f‖ =
√∫

I
f2(x)dx. Let Q(a,b) =

(a, b) × (0, 1) for (a, b) ⊂ R+ (or Qt for (a, b) = (0, t)
with t ∈ R+∪{∞}), we useL∞(Q(a,b)) := L∞(Q(a,b),R)
to denote the set of essentially bounded functions d :
Q(a,b) → R with corresponding norm ‖d‖L∞(Q(a,b)) =

ess sup(s,x)∈(a,b)×(0,1)|d(s, x)| < ∞. Jm(p) and Im(p)
with m ∈ Z denote the Bessel and modified Bessel func-
tions of the first kind, respectively, of the order m for
complex argument p.

2 Preliminaries

We recall that a continuous function θ : R+ → R+ be-
longs to class-K if it satisfies θ(0) = 0 and it is strictly
increasing; θ is a class-K∞ function if it belongs to class-
K and θ(s)→∞ as s→∞ also. A continuous function
ψ : R+ × R+ → R+ is a class-KL function if ψ(·, t) be-
longs to class-K for each fixed t ≥ 0, and it decreases to
zero as t→∞ for each fixed s ≥ 0.

2



Lemma 2.1 ([8, Ch. 1, pp. 47-48] Wirtinger’s in-
equality) For any bounded interval [0, l] ⊂ R+ and
z ∈ C1([0, l],R) with z(0) = z(l) = 0:∫ l

0

z2(ξ)dξ ≤ l2

π2

∫ l

0

z2
ξ (ξ)dξ.

3 Model description and well-posedness analy-
sis

Consider the following scalar system described by heat
equation:

ut(t, x) = uxx(t, x) + d(t, x), t > 0, x ∈ (0, 1),

u(t, 0) = 0, u(t, 1) = U(t), t > 0,

u(0, x) = u0(x), x ∈ (0, 1),

(1)

where u(t, x) ∈ R is the system state at time t ∈ R+ and
spatial position x ∈ (0, 1), d(t, x) ∈ R is the external
input which belongs to L∞(Q∞). The initial condition
u0 ∈ L2((0, 1),R) and satisfies zero order compatibility
condition u0(0) = 0 and u0(1) = U(0), where U(t) ∈ R
is the boundary control input.

Next we will formulate the definition of ISS estimate in
L2 norm.

Definition 3.1 It is said that system (1) admits an IS-
S estimate in L2 norm with respect to the initial value
u0 ∈ L2((0, 1),R) and input d ∈ L∞(Q∞), if there exist
functions ν ∈ K and β ∈ KL satisfying

‖u(t, ·)‖ ≤ β(‖u0‖, t) + ν(‖d‖L∞(Qt))

for all t > 0.

In this work, the main goal is to design a novel hy-
brid boundary feedback control law, via backstepping
method, that provides the system (1) with ISS. The hy-
brid boundary controller is given as

U(t) =

∫ 1

0

K(1, y, 2σ(t))u(t, y)dy (2)

and U(t) = 0 if ‖u(t, ·)‖ = 0, where K : D → R defined
in D := {(x, y, i) ∈ [0, 1]2 × Z+ : y ≤ x} is the kernel
of the backstepping transformation, σ : R+ → Z is a
function being constant for t ∈ [tk, tk+1), and tk for
k ∈ Z+ with t0 = 0 is the sequence of time instances
for control commutation. The shape of the kernel K and
the values of σ(t) and tk will be specified later.

3.1 Backstepping transformation and inverse transfor-
mation

Following the standard framework of backstepping ap-
proach [21], we search for the invertible Volterra integral

transformation

w(t, x) = u(t, x)−
∫ x

0

K(x, y, 2σ(t))u(t, y)dy (3)

that maps system (1) into the following target system
wt(t, x) = wxx(t, x)− 2σ(t)w(t, x) + d(t, x)

−
∫ x

0

K(x, y, 2σ(t))d(t, y)dy,

w(t, 0) = 0, w(t, 1) = 0,

(4)

with w(tk, x) = u(tk, x) −
∫ x

0
K(x, y, 2σ(tk))u(tk, y)dy

and t ∈ [tk, tk+1) (σ(t) is a constant on this interval of
time).

After utilizing integration by parts and taking into ac-
count boundary conditions, substitution of transforma-
tion (3) into target system (4) and original system (1)
leads to the following PDE that the kernel K(x, y, 2σ(t))
satisfies


Kxx(x, y, 2σ(t))−Kyy(x, y, 2σ(t))− 2σ(t)K(x, y, 2σ(t)) = 0,

K(x, 0, 2σ(t)) = 0,

d

dx
K(x, x, 2σ(t)) = −2σ(t)−1.

(5)

Here and after, we use the notation d
dxK(x, x, 2σ(t)) :=

Kx(x, y, 2σ(t))|y=x +Ky(x, y, 2σ(t))|y=x.

Note that after a straightforward calculation [10, 34],
the solution of PDE (5), with the help of modified Bessel
function I1(·), is given by

K(x, y, 2σ(t)) = −y2σ(t)
I1

(√
2σ(t)(x2 − y2)

)
√

2σ(t)(x2 − y2)
. (6)

Remark 3.1 Based on some properties of modified
Bessel function I1(·), the well-posedness of (5) is en-
sured by explicitly giving an analytical solution (6). Note
that it holds only for constant σ(t) instead of a function
σ(t) of t. In other words, K(x, y, 2σ(t)) is a solution of
PDE (5) when σ(t) is a constant, i.e., t ∈ [tk, tk+1).
Therefore, target system (4) holds for t ∈ [tk, tk+1), and
the state function of the first equation of target system
(4) will jump if σ(t) switches to next mode. It is worth
remarking that for the original system (1), it remains a
continuous solution in L2 norm even though there exist
some jumps in the right boundary of the spatial domain.
This will be proven in the following subsection and also
illustrated in the numerical simulation.

On the other hand, the form of inverse backstepping
transformation is determined as

u(t, x) = w(t, x) +

∫ x

0

L(x, y, 2σ(t))w(t, y)dy (7)
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for t ∈ [tk, tk+1), where the kernel L(x, y, 2σ(t)) of the
inverse transformation satisfies the following PDE:


Lxx(x, y, 2σ(t))− Lyy(x, y, 2σ(t)) + 2σ(t)L(x, y, 2σ(t)) = 0,

L(x, 0, 2σ(t)) = 0,

d

dx
L(x, x, 2σ(t)) = −2σ(t)−1.

(8)
Similarly, it can be verified [10, 34] that PDE (8) has a

well-posed solution of the form

L(x, y, 2σ(t)) = −y2σ(t)
J1

(√
2σ(t)(x2 − y2)

)
√

2σ(t)(x2 − y2)
,

where J1(·) is the Bessel function of the first kind of
order 1.

For further analysis, we provide the following estimates
of the backstepping transformation and inverse trans-
formation.

Proposition 3.1 For the transformations (3) and (7),
the following estimates are satisfied

‖w(t, ·)‖ ≤ Ω1(2σ(t))‖u(t, ·)‖;
‖u(t, ·)‖ ≤ Ω2(2σ(t))‖w(t, ·)‖

(9)

for all t ∈ [tk, tk+1), where

Ω1(s) = 1 +

s

√∫ 1
0

∫ x
0 y2

(
I0(
√
s(x2 − y2)) − I2(

√
s(x2 − y2))

)2
dydx

2
,

Ω2(s) = 1 +

s

√∫ 1
0

∫ x
0 y2

(
J0(
√
s(x2 − y2)) + J2(

√
s(x2 − y2))

)2
dydx

2
.

Proof. Using the Cauchy-Schwarz inequality and
Ik(p) = p

2k (Ik−1(p)− Ik+1(p)) [37], we have

‖w(t, ·)‖ ≤‖u(t, ·)‖+

∥∥∥∥ ∫ x

0

K(x, y, 2σ(t))u(t, y)dy

∥∥∥∥
≤
(

1 +

√∫ 1

0

∫ x

0

K2(x, y, 2σ(t))dydx

)
× ‖u(t, ·)‖

=

(
1 +

2σ(t)
√∫ 1

0

∫ x
0
y2 (I0(p)− I2(p))2 dydx

2

)
× ‖u(t, ·)‖

=Ω1(2σ(t))‖u(t, ·)‖,

where p =
√

2σ(t)(x2 − y2).

Similarly, the estimate of ‖u(t, ·)‖ in (9) can be obtained
further by using Jk(p) = p

2k (Jk−1(p) + Jk+1(p)) [37].

3.2 Switching law design

Define switching level ηi for i ∈ Z recursively as
Ω(2i)ηi = ηi−1 with η0 = 1, where Ω(s) = Ω1(s)Ω2(s).
In order to ensure system (1) to be ISS under the hy-
brid boundary feedback control law (2), we design the
switching signal σ(t) following the rule:

σ(t) =


i+ 1, if σ(t) = i and ‖u(t, ·)‖ ≤ ηi+1

i, if σ(t) = i and ηi+1 < ‖u(t, ·)‖ < ηi−1

i− 1, if σ(t) = i and ‖u(t, ·)‖ ≥ ηi−1

(10)
for t < t∗ and σ(t) = 0 for all t ≥ t∗, where t∗ = inf{t ≥
0| ‖u(t, ·)‖ = 0}. Here, switching level ησ(t) determines

the switching point tk, k ∈ Z+ satisfying tk+1 = inf{t ∈
(tk, t

∗)| ‖u(t, ·)‖ = ησ(t)+1 or ‖u(t, ·)‖ = ησ(t)−1}, t0 =
0.

Remark 3.2 It is obvious from (10) that σ(t) is a
function of ‖u(t, ·)‖. In the sequel, we present the re-
lation between these two functions (see Proposition
3.2), which will be helpful for the following robust-
ness analysis. Furthermore, for the function Ω(s) that
determines the switching level, we can see that Ω(s)
(s > 0) is an increasing function and Ω(s) → +∞
as s → +∞. Indeed, a straightforward calcula-
tion yields Ω′1(s) = (1 + s

√
h1(s))′ =

√
h1(s) +

1

2
√
h1(s)

∫ 1

0

∫ x
0
y2 I1(

√
s(x2−y2))I2(

√
s(x2−y2))√

s(x2−y2)
dydx utiliz-

ing recurrence relation I ′k(p) = Ik+1(p) + k
p Ik(p) [37],

where h1(s) =
∫ 1

0

∫ x
0
y2

(
I1(
√
s(x2−y2))√
s(x2−y2)

)2

dydx. Since

I2(p) ≥ 0 and I1(p)
p = I0(p)−I2(p)

2 ≥ 0 for p ≥ 0 (it

can be easily obtained by the representation Ik(p) =
1
π

∫ π
0
ep cos θ cos(kθ)dθ [38]), we derive that Ω′1(s) ≥ 0

and thus Ω1(s) increases. In addition, it can be deduced by

J ′k(p) = −Jk+1(p) + k
pJk(p) [37] that Ω′2(s) =

√
h2(s)−

1

2
√
h2(s)

∫ 1

0

∫ x
0
y2 J1(

√
s(x2−y2))J2(

√
s(x2−y2))√

s(x2−y2)
dydx, where

h2(s) =
∫ 1

0

∫ x
0
y2

(
J1(
√
s(x2−y2))√
s(x2−y2)

)2

dydx. Then we infer

from J1(p) = −J ′0(p) [37] that Ω′2(s) ≥ 0 is equivalent

to h3(s) :=
∫ 1

0

∫ x
0
y2 J0(

√
s(x2−y2))J1(

√
s(x2−y2))√

s(x2−y2)
dydx =

1
2s

(
1
2 −

∫ 1

0

∫ x
0
J2

0 (
√
s(x2 − y2))dydx

)
≥ 0. Notice

that |Jk(p)| ≤ 1 by the representation Jk(p) =
1
π

∫ π
0

cos (kθ − p sin(θ)) dθ [37], thus h3(s) ≥ 0 holds
and Ω2(s) is also increasing. To sum up, the monotonic-
ity of Ω(s) = Ω1(s)Ω2(s) follows immediately from the
fact that Ω1(s) > 0 and Ω2(s) > 0. On the other hand,
using the representation Ik(p) = 1

π

∫ π
0
ep cos θ cos(kθ)dθ

[38], we know that I0(p) − I2(p) = 1
π

∫ π
0
ep cos θ(1 −

cos(2θ))dθ ≥ 1
π

∫ π
2

0
(1− cos(2θ))dθ = 1

2 for p ≥ 0. Since
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Ω2(s) ≥ 1, then Ω(s) ≥ Ω1(s) ≥ 1 + s
8
√

3
→ +∞ for

s→ +∞. Hence, Ω(s)→ +∞ as s→ +∞.

Proposition 3.2 There exist η, η ∈ K∞ such that

η(2−σ(t)) ≤ ησ(t) ≤ η(2−σ(t)) for all t ∈ [0, t∗) provided
that σ(t) is defined by (10) and thus we have

1

2η−1(‖u(t, ·)‖)
≤ 2σ(t) ≤ 2

η−1(‖u(t, ·)‖)
(11)

holds for all t ∈ [0, t∗).

Proof. According to the switching law (10), we have
for all t ∈ [0, t∗) that ησ(t)+1 ≤ ‖u(t, ·)‖ ≤ ησ(t)−1

holds. On the other hand, based on the relation

Ω(2σ(t))ησ(t) = ησ(t)−1, we can get ησ(t) =
∏σ(t)
k=1

1
Ω(2k)

when σ(t) ∈ Z+ and ησ(t) =
∏0
k=σ(t)+1 Ω(2k) when

σ(t) ∈ Z−, and ησ(t) → 0 as σ(t)→ +∞ or ησ(t) → +∞
as σ(t)→ −∞ (it is a decreasing step function). There-
fore, there exists a non-decreasing function η̃ : R+ → R+

such that ησ(t) = η̃(2−σ(t)). Indeed, in order to find two
class K∞ functions η, η, which form lower and upper

bounds for η̃, we observe that η̃(2−σ(t)) = ησ(t) → 0 as

2−σ(t) → 0 (σ(t) → +∞) and η̃(2−σ(t)) = ησ(t) → +∞
as 2−σ(t) → +∞ (σ(t) → −∞). In this case, η̃(2−σ(t))
is an increasing step function with respect to argument
2−σ(t). Thus the relation η(2−σ(t)) ≤ ησ(t) ≤ η(2−σ(t))

holds. Furthermore, it implies that η(2−σ(t)−1) ≤
‖u(t, ·)‖ ≤ η(2−σ(t)+1) for all t ∈ [0, t∗). Consequent-
ly, 1

2η−1(‖u(t,·)‖) ≤ 2σ(t) ≤ 2
η−1(‖u(t,·)‖) is valid for all

t ∈ [0, t∗).

3.3 Well-posedness analysis

Before stating the main result, let us discuss the well-
posedness of the closed-loop system (1) with (2) and
(10). First we give the following definition about the
solution of system (1) with (2) and (10).

Definition 3.2 The solution of system (1) with (2) and
(10) is a tuple (u, σ): u ∈ C0(R+, L2((0, 1),R)) and σ :
R+ → Z satisfying the switching rule (10). Here, u is a
solution to the system (1) understood in the weak sense,
that is the following equality

−
∫ 1

0

ξ(0, x)u0(x)dx−
∫ T

0

∫ 1

0

ξt(t, x)u(t, x)dxdt

+

∫ T

0

ξx(t, 1)

∫ 1

0

K(1, y, 2σ(t))u(t, y)dydt

−
∫ T

0

∫ 1

0

ξxx(t, x)u(t, x)dxdt−
∫ T

0

∫ 1

0

d(t, x)ξ(t, x)dxdt = 0

holds for a.e. T ∈ R+ and for each ξ ∈ C2([0, T )× [0, 1])
with compact support in [0, T )× [0, 1] and ξ vanished on
[0, T )× {0, 1}.

Theorem 3.1 Assume that u0 ∈ L2((0, 1),R) and d ∈
L∞(Q∞). Then closed-loop system (1) with (2) and (10)
has a unique solution (u, σ): u ∈ C0(R+, L2((0, 1),R))
and σ : R+ → Z.

Proof. For simplicity of notation, we denote U(t) =
Kσ(t)u(t, ·), where Kσ(t) is a linear operator of the form

Kσ(t)v =
∫ 1

0
K(1, y, 2σ(t))v(y)dy for v ∈ L2((0, 1),R).

Since |Ik(p)| ≤ ep ≤ e
√

2σ(t) where p =
√

2σ(t)(x2 − y2)

(0 ≤ y ≤ x ≤ 1), we can get |K(x, y, 2σ(t))| =

|y2σ(t) I0(p)−I2(p)
2 | ≤ 2σ(t)e

√
2σ(t) and thus |Kσ(t)u(t, ·)| ≤

2σ(t)e
√

2σ(t)‖u(t, ·)‖ := Mσ(t)‖u(t, ·)‖ holds. In fact, σ(t)
is a function of u(t, ·) and depends on the number of
switching. Defining q as the number of commutations
in the system (1), in order to construct the resulting
switching signal σ(t), we introduce the notation σq(t)
to represent the corresponding switching signal (step)
function when the number of commutation is q.

In what follows, we use the fixed point argument [17].
Set Uq0 (t, x) = 0 and let Uqn(t, x)(n ≥ 1) be the unique
solution of

Uqn,t(t, x) = Uqn,xx(t, x) + d(t, x),

Uqn(t, 0) = 0,Uqn(t, 1) = Kσq(t)Uqn−1(t, ·),
Uqn(0, x) = u0(x).

Define Eqn(t, x) = Uqn+1(t, x)− Uqn(t, x), then we obtain
Eqn,t(t, x) = Eqn,xx(t, x),

Eqn(t, 0) = 0, |Eqn(t, 1)| ≤Mσq(t)‖Eqn−1(t, ·)‖,
Eqn(0, x) = 0.

Step 0 (q = 0): For the given initial value u0(x), t-
wo scenarios are possible: either ‖u0‖ = 0, then by
rule (10) σ(t) = 0 for all t ≥ t0. Since d ∈ L∞(Q∞),
the considered system has a unique solution u ∈
C0(R+, L2((0, 1),R)) and thus the pair (u, σ) exists [27,
Def. 2.3, Ch. 4, pp. 106]; or ‖u0‖ 6= 0, then σ0(t) is
determined by ‖u0‖ and now σ0(t) (also for Mσ0(t)) is a
constant for t ≥ 0. Using the proof of Lemma 6 in [6],
we conclude that sequence {U0

n(t, ·)} will converge to
its limit U0

∞(t, ·) and system (1) has a unique solution
U0
∞ ∈ C0(R+, L2((0, 1),R)). In this case, we determine

a pair (U0
∞(t, ·), σ0(t)) for t ≥ 0.

Step 1 (q = 1): Note that from rule (10) the first switch-
ing will happen either when U0

∞(t, ·) reaches the switch-
ing level ησ0(t)+1 or ησ0(t)−1 or there exists the point
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t∗ = inf{t ≥ t0| ‖U0
∞(t, ·)‖ = 0}. Define switching point

t1 = inf{t > t0| ‖U0
∞(t, ·)‖ = ησ0(t)+1 or ‖U0

∞(t, ·)‖ =
ησ0(t)−1}. If t∗ < t1, the first switching happens at t∗ and

by (10) σ(t) = 0 for t ≥ t∗ (for t ∈ [t0, t
∗), σ(t) = σ0(t)

), then the solution U0
∞(t, ·) will exit or stay at the origin

after t∗. To conclude, system (1) has a unique solution
u ∈ C0(R+, L2((0, 1),R)) and the pair (u, σ) is deter-
mined. If t∗ ≥ t1, the first switching happens at t1. For
t ∈ [t0, t1), we have σ1(t) = σ0(t); and for t ≥ t1, σ1(t) is
determined by ‖U0

∞(t1, ·)‖ . To sum up, σ1(t), t ≥ 0 is de-
fined by U0

∞(t, ·). It is obvious that σ1(t), t ≥ 0 is a piece-
wise constant and then we have Mσ1(t) ≤ C for some
constant C > 0. Following the similar line as that in [6],
one can also verify the existence of the unique solution
U1
∞ ∈ C0(R+, L2((0, 1),R)) and a pair (U1

∞(t, ·), σ1(t))
for t ≥ 0 is then confirmed.

Iterating the aforementioned procedure, we can obtain
some pairs (Uq∞(t, ·), σq(t)) for each q and the unique
solution (u(t, ·), σ(t)) of system (1) with (2) and (10) can
be found.

4 Main result

We are in a position to state the criterion of ISS via
hybrid boundary control in term of the designed state-
dependent switching law. We will omit the arguments
(t, x) wherever no confusion arises.

Theorem 4.1 For any initial switching mode σ(0) ∈ Z
with ‖u0‖ ∈ (ησ(0)+1, ησ(0)] or ‖u0‖ = 0, system (1) with
the hybrid boundary control law (2) under the switch-
ing rule (10) admits an ISS estimate in L2 norm with
respect to the initial value u0 ∈ L2((0, 1),R) and input
d ∈ L∞(Q∞), which is given by (20). Moreover, the sys-
tem in the case of d(t, x) = 0 is finite-time stable, and

the settling-time function T̂ satisfies T̂ < 3
∑+∞
j=σ(0)

qj
2j −

qσ(0)
2σ(0)−1 < +∞ , where qj = ln(Ω(2j)).

Proof. Let wn be the classical solutions of system (4)
with disturbance functions dn ∈ C∞(R+×(0, 1),R) sat-
isfying ‖dn(t, ·) − d(t, ·)‖ → 0 as n → +∞ uniform-
ly on any compact interval of time, then ‖wn(t, ·) −
w(t, ·)‖ → 0 as n → +∞ uniformly on any compact in-
terval of time [27, Th. 2.7, Ch. 4, pp. 108], where w is
the unique mild solution of system (4), which, due to
the transformation (7), corresponds to the unique weak
solution of system (1). Take the Lyapunov functional

V (wn(t, ·)) = 1
2

∫ 1

0
w2
n(t, x)dx. In what follows, our proof

is carried out on two intervals [0, t∗) and [t∗,+∞), where
t∗ = inf{t ≥ 0| ‖u(t, ·)‖ = 0}.

For t ∈ [0, t∗) (in this case, ‖u0‖ 6= 0 by default, other-
wise we have t∗ = 0), calculating the derivative of sys-

tem for wn on each subinterval [tk, tk+1) gives

V̇ (wn(t, ·))

=

∫ 1

0

(
wnwn,xx − 2σ(t)w2

n + wndn

− wn
∫ x

0

K(x, y, 2σ(t))dn(t, y)dy

)
dx.

(12)

Applying integration by parts and utilizing the bound-
ary conditions to wn with dn, we obtain by virtue of
Lemma 2.1 that∫ 1

0

wnwn,xxdx =wnwn,x

∣∣∣∣1
0

−
∫ 1

0

w2
n,xdx

≤− π2

∫ 1

0

w2
ndx.

(13)

Substituting (13) into (12) yields

V̇ (wn(t, ·))

≤− π2

∫ 1

0

w2
ndx− 2σ(t)

∫ 1

0

w2
ndx+

∫ 1

0

wndndx

−
∫ 1

0

wn

∫ x

0

K(x, y, 2σ(t))dn(t, y)dydx

≤− (2σ(t) + π2)‖wn(t, ·)‖2 + ‖wn(t, ·)‖ · ‖dn(t, ·)‖

+ ‖wn(t, ·)‖ ·
∥∥∥∥ ∫ x

0

K(x, y, 2σ(t))dn(t, y)dy

∥∥∥∥
≤− (2σ(t) + π2)‖wn(t, ·)‖2 + ‖wn(t, ·)‖ · ‖dn(t, ·)‖

×
(

1 +
2σ(t)

√∫ 1

0

∫ x
0
y2(I0(p)− I2(p))2dydx

2

)
≤− 2π2V (wn(t, ·)) + Ω1(2σ(t))‖dn(t, ·)‖
×
√

2V (wn(t, ·))
(14)

for t ∈ [tk, tk+1), where p =
√

2σ(t)(x2 − y2).

Notice that the solution of ODE ς̇(t) = −aς(t) +

b(t)
√
ς(t), t > tk with the initial value ς(tk) > 0 is

ς(t) = (e−
a
2 (t−tk)[

√
ς(tk) + 1

2 (
∫ t
tk
e
a
2 (s−tk)b(s)ds)])2.

Setting a = 2π2 and b(t) =
√

2Ω1(2σ(t))‖dn(t, ·)‖ and
applying the comparison principle to (14), we obtain

√
V (wn(t, ·))

≤e−π
2(t−tk)

[√
V (wn(tk, ·)) +

Ω1(2σ(t))√
2

∫ t

tk

(eπ
2(s−tk)

× ‖dn(s, ·)‖)ds
]
, t ∈ [tk, tk+1).

(15)
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Letting n→∞ in (15), we derive√
V (w(t, ·))

≤e−π
2(t−tk)

√
V (w(tk, ·)) +

Ω1(2σ(t))√
2π2

‖d‖L∞(Qt)

× (1− e−π
2(t−tk)), t ∈ [tk, tk+1).

Then it follows from (9) that

1

Ω2(2σ(t))
‖u(t, ·)‖ ≤ ‖w(t, ·)‖

≤e−π
2(t−tk)Ω1(2σ(t))‖u(tk, ·)‖+

Ω1(2σ(t))

π2
‖d‖L∞(Qt)

× (1− e−π
2(t−tk)), t ∈ [tk, tk+1),

that is

‖u(t, ·)‖

≤Ω(2σ(t))

[
e−π

2(t−tk)‖u(tk, ·)‖+
1

π2
(1− e−π

2(t−tk))

× ‖d‖L∞(Qt)

]
, t ∈ [tk, tk+1).

(16)

Recalling the relation (11) and using the properties of
Ω(s), it holds that

α(‖u(t, ·)‖) =
‖u(t, ·)‖

Ω( 2
η−1(‖u(t,·)‖) )

≤ ‖u(t, ·)‖
Ω(2σ(t))

≤e−π
2(t−tk)‖u(tk, ·)‖+

1

π2
(1− e−π

2(t−tk))‖d‖L∞(Qt)

≤e−π
2(t−tk)‖u(tk, ·)‖+

1

π2
‖d‖L∞(Qt), t ∈ [tk, tk+1)

(17)
where α(s) = s

Ω( 2

η−1(s)
)

and α ∈ K∞.

Therefore, an ISS-like estimate has been obtained for
each interval of time [tk, tk+1), and now our goal is to
derive a similar estimate for all t ∈ [0, t∗). To this end,
the following analysis will be proceeded.

Due to (10), ‖u(tk, ·)‖ = ησ(t) for k > 0 and ‖u(t0, ·)‖ =
‖u0‖. Hence, for k > 0 from (16) we have the condition
of boundedness for a trajectory:

e−π
2(t−tk)ησ(t) +

1

π2
(1− e−π

2(t−tk))‖d‖L∞(Qt) ≤ ησ(t)

or equivalently, 1
π2 ‖d‖L∞(Qt) ≤ ησ(t). Therefore, for

‖d‖L∞(Qt) 6= 0, there exists i∗ ∈ Z such that

ηi∗+1 ≤
1

π2
‖d‖L∞(Qt) ≤ ηi∗

for any input d with a finite norm ‖d‖L∞(Qt). Moreover,

µ(2−i
∗
) ≤ π2η(2−i

∗−1) ≤ π2ηi∗+1 ≤ ‖d‖L∞(Qt)

for some µ ∈ K∞, then

ηi∗ ≤ %(‖d‖L∞(Qt))

for %(s) = η ◦ µ−1(s), where the functions η and η from
the class-K∞ were defined in the proof of Proposition
3.2. Note that due to (16) the trajectory u(t, ·) cannot
exceed the level ηi∗−1 for the given input d provided that
‖u0‖ < ηi∗−1.

Based on the above analysis, we have the estimate
‖u(tk, ·)‖ ≤ max{‖u0‖, ηi∗}. Then it follows from (17)
that

α(‖u(t, ·)‖)

≤e−π
2(t−tk)max{‖u0‖, ηi∗}+

1

π2
‖d‖L∞(Qt)

≤e−π
2(t−tk)‖u0‖+ κ(‖d‖L∞(Qt)), t ∈ [tk, tk+1)

where κ(s) = %(s) + s
π2 and κ ∈ K∞.

Finally, we will demonstrate that there exists a finite
upper bound T of tk. To this end let us first exploit a
known conclusion for the convergence time of system (1)
without external input. It is shown in [29] that system
(1) under the hybrid boundary control law (2) with the
switching rule (10) in the case of d(t, x) = 0 is finite-
time stable, and the convergence time to the origin is
T̂ ≤ 3

∑+∞
j=σ(0)

qj
2j−

qσ(0)
2σ(0)−1 < +∞, where qj = ln(Ω(2j)).

Hence, there exists an upper estimate T̄ ∈ K of the
settling time, i.e., ‖u(t, ·)‖ = 0 for t ≥ T̄ (‖u0‖), and
T̄ = T̄ (‖u0‖) depends on the initial value ‖u0‖. It is clear

that T < T̂ ≤ T̄ .

Therefore, we derive

α(‖u(t, ·)‖) ≤e−π
2(t−T̄ (‖u0‖))‖u0‖+ κ(‖d‖L∞(Qt))

for t ∈ [0, t∗), which implies that

‖u(t, ·)‖
≤α−1(2e−π

2(t−T̄ (‖u0‖))‖u0‖) + α−1(2κ(‖d‖L∞(Qt)))

=β(‖u0‖, t) + θ1(‖d‖L∞(Qt))
(18)

for t ∈ [0, t∗), where β(s, t) = α−1(2se−π
2(t−T̄ (s))) and

θ1(x) = α−1(2κ(x)). Moreover, θ1 ∈ K∞ and β ∈ KL
since α−1 ∈ K∞.

Hence, the ISS estimate (18) of the solutions to system
(1) with the hybrid boundary control law (2) under the
switching rule (10) is derived for t ∈ [0, t∗).
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Next we establish an ISS estimate for t ∈ [t∗,+∞). Ac-
cording to the switching rule (10), we have σ(t) = 0 for
all t ≥ t∗. Proceeding in the similar way as (12)-(16) and
bearing ‖u(t∗, ·)‖ = 0 in mind, we get

‖u(t, ·)‖ ≤ Ω(1)

1 + π2
(1− e−(1+π2)(t−t∗))‖d‖L∞(Qt)

≤
Ω(1)‖d‖L∞(Qt)

1 + π2
= θ2(‖d‖L∞(Qt)), t ≥ t

∗

(19)

where θ2(x) = Ω(1)
1+π2x and θ2 ∈ K∞.

Combining (18) and (19) yields the following estimate

‖u(t, ·)‖
≤β(‖u0‖, t) + max{θ1(‖d‖L∞(Qt)), θ2(‖d‖L∞(Qt))}
=β(‖u0‖, t) + θ(‖d‖L∞(Qt)), t ≥ 0

(20)
where θ(x) = max{θ1(x), θ2(x)} and θ ∈ K∞. This com-
pletes the proof.

Remark 4.1 It is worth stressing that continuous

boundary feedback control U(t) =
∫ 1

0
K(1, y, λ)u(t, y)dy

with constant decay rate λ > 0 can only provide the
exponential ISS property, which indicates the exponen-
tial stability for the disturbance-free system. In order
to achieve finite-time stability for the disturbance-free
system, the kernel gain in the boundary feedback con-
trol law is required to vary in time, that is in the form
of K(1, y, g(t)) with a function g(·). This idea is ver-
ified by effectively treating the problem of finite-time
stabilization for various reaction-diffusion systems, see
[29, 10, 6] for more details. Highly inspired by [29], the
present paper is the attempt to develop a framework of
ISS control issue for PDE systems. The design of switch-
ing linear boundary feedback (2) that depends on system
state leads to the boundedness of the system trajectory
as proven in Theorem 4.1 (i.e., the state norm will not
exceed the highest level), and finally the resulting system
turns out to be ISS, as well as finite-time stable in the
distrurbance-free case.

Remark 4.2 In the process of proving Theorem 4.1, it
has been shown that the solution of the close-loop sys-
tem (1) will converge to zero if there is no disturbance
input, which corresponds to Theorem 1 in [29]. Conse-
quently, this paper extends available results in [29] to the
heat equation with external input or disturbance in the
distributed form. It is well known that, some disturbances
or uncertainties are expressed as boundary disturbances
[28], such as the presence of control actuator errors that
can be modeled by a PDE system with Dirichlet bound-
ary conditions u(t, 0) = 0, u(t, 1) = U(t) + v(t) (v(t)
is the unknown boundary disturbance). At present, some
methods such as the eigenfunction expansion [18, 19],
finite-difference scheme [19], monotonicity method [24],
De Giorgi iteration [45], non-coercive Lyapunov function

method [15], etc., are presented, which provides ideas to
deal with the ISS analysis in the case of Dirichlet bound-
ary inputs.

5 Numerical example

Consider the scalar system (1) with disturbance input
d(t, x) = 2 cos(5x) sin(5t). The initial value is chosen to
be u0(x) = 9x(1 − x), x ∈ [0, 1] which satisfies compat-
ibility conditions. We simulate numerically the state of
system (1) by using the implicit Euler scheme with the
step size h = 0.02 of space variable and the step size
τ = h2 of time variable. First-order forward difference
scheme and second-order centred difference scheme are
applied in the time variable and space variable, respec-
tively. Note that the solution of open-loop system (i.e.,
U(t) = 0) with d(t, x) = 0 decays exponentially to zero
as t → ∞. To illustrate this fact, the L2 norm ‖u(t, ·)‖
for the open-loop system (1) with d(t, x) = 0 is shown in
Fig. 3(b) (blue line) in a logarithmic scale. It can be seen
that open-loop system (1) without disturbance input is
exponentially stable. On the other side, in the presence
of disturbance input d(t, x), the simulation result for the
L2 norm is plotted in Fig. 1, and thus the open-loop sys-
tem (1) is asymptotically ISS.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

t

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

||
u
(t
,
·
)|
|

Fig. 1. Numerical solution of the open-loop system (1) with
disturbance input d(t, x) = 2 cos(5x) sin(5t).

Now the hybrid boundary feedback control (2) with the
corresponding switching law (10) are utilized to stabi-
lize the system (1) by using the kernel function (6). The
L2 norm ‖u0‖ of the initial value is numerically calculat-
ed as 1.6432 (here, we adopt the trapezoidal rule for the
numerical integration) and satisfies ‖u0‖ ∈ (η−3, η−4] =
(1.6163, 1.6752]. Set the initial mode σ(0) = −4. Thus,
the closed-loop system (1) is ISS according to Theorem
4.1. Fig. 2 depicts the dynamical behavior of closed-loop
system (1), in which Fig. 2(a) shows the state u(t, x) of
the system and Fig. 2(b) shows the L2 norm of the state.
It is observed that after 6 switches, the L2 norm of the
system gradually decreases at first and finally converges
to the bounded neighborhood of the origin. Compared
with Fig. 1, we also notice from Fig. 2(b) that the L2

norm of closed-loop system (1) remain confined in a s-
maller vicinity of the origin, which is less influenced by
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disturbance input d(t, x). Moreover, Fig. 3 shows the s-
tate response of the system (1) with switching boundary
control U(t) in the absence of disturbance input. Simi-
larly, the spatio-temporal evolution of the state u(t, x)
and the time evolution of L2 norm ‖u(t, ·)‖ with a log-
arithmic scale (red line) respectively, are plotted in Fig.
3(a) and Fig. 3(b). It is clearly seen that the closed-loop
system (1) with d(t, x) = 0 is finite-time stable. Obvi-
ously, the comparison result shows that under switch-
ing boundary control U(t), the convergence rate for the
system (1) without external input is faster than expo-
nential convergence and the disturbance attenuation is
improved.

(a) u(t, x)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

t
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0.8

1
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1.4

1.6

||
u
(t
,
·
)|
|

(b) ‖u(t, ·)‖

Fig. 2. State response of the closed-loop system (1) with
disturbance input d(t, x) = 2 cos(5x) sin(5t).

6 Conclusion

In this paper, we dealt with the switching boundary
feedback control towards ISS for heat equation. The hy-
brid linear boundary control law was developed based on
the standard backstepping method. Under a construc-
tive switching rule, we have shown that closed-loop sys-
tem can successfully achieve ISS. Meanwhile, a stronger
result has also been obtained, that is the finite-time sta-
bility can be guaranteed for the disturbance-free sys-
tem. Besides linear switching boundary feedback control
in this paper, some other novel and challenging control

(a) u(t, x)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

t

10-10

10-5

100

||
u
(t
,
·
)|
|

Without control (exponential convergence)
With control (finite-time convergence)

(b) ‖u(t, ·)‖

Fig. 3. State response of the closed-loop system (1) with
disturbance input d(t, x) = 0.

schemes can deal with the problem of ISS (such as de-
sign of a suitable characterization that g(t) satisfies for
the kernel gain with the form K(1, y, g(t)) as aforemen-
tioned), which will be of interest for future researches.
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