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Abstract
The widespread use of Large Language Models
(LLMs), celebrated for their ability to gener-
ate human-like text, has raised concerns about
misinformation and ethical implications. Ad-
dressing these concerns necessitates the devel-
opment of robust methods to detect and at-
tribute text generated by LLMs. This paper
investigates "Cross-Model Detection," by eval-
uating whether a classifier trained to distinguish
between source LLM-generated and human-
written text can also detect text from a target
LLM without further training. The study com-
prehensively explores various LLM sizes and
families, and assesses the impact of conversa-
tional fine-tuning techniques, quantization, and
watermarking on classifier generalization. The
research also explores Model Attribution, en-
compassing source model identification, model
family, and model size classification, in addi-
tion to quantization and watermarking detec-
tion. Our results reveal several key findings:
a clear inverse relationship between classifier
effectiveness and model size, with larger LLMs
being more challenging to detect, especially
when the classifier is trained on data from
smaller models. Training on data from simi-
larly sized LLMs can improve detection perfor-
mance from larger models but may lead to de-
creased performance when dealing with smaller
models. Additionally, model attribution exper-
iments show promising results in identifying
source models and model families, highlighting
detectable signatures in LLM-generated text,
with particularly remarkable outcomes in wa-
termarking detection, while no detectable sig-
natures of quantization were observed. Overall,
our study contributes valuable insights into the
interplay of model size, family, and training
data in LLM detection and attribution.

1 Introduction

Large Language Models (LLMs), characterized
by their ability to generate human-like text (Dou
et al., 2022), have found applications in various

domains, including content generation, chatbots,
and language translation. However, as the use of
LLMs becomes more widespread, concerns about
their misuse, misinformation, and ethical impli-
cations have surfaced (McGuffie and Newhouse,
2020; Bender et al., 2021; Chiesurin et al., 2023).
One of the ways to address these concerns is with
robust methods that are able to detect and attribute
text generated by LLMs (Jawahar et al., 2020), al-
lowing us to differentiate between human-authored
and machine-generated content, identify the source
model, or even the model creator. Such capabilities
are crucial for maintaining trust in online communi-
cation platforms, content moderation, and ensuring
responsible AI deployment.

Our motivation for this research stems from real-
life scenarios where we often lack knowledge of
the specific model used to generate a piece of text.
These scenarios can be formulated as a "Cross-
Model Detection", where we investigate whether a
classifier originally trained to distinguish between
text generated by one LM and human-written text,
can also identify text generated by a different LM
without requiring fine-tuning or training on the text
it produces.

Our contribution to this area is characterized by
the comprehensiveness of our study. While pre-
vious works in the literature have been limited in
their exploration of a few model sizes and families,
we take a more expansive approach. We systemat-
ically examine a wide range of LLM sizes, span-
ning from base models to exceptionally large ones,
and encompassing diverse model families such as
GPT-2, LLaMA, Pythia, OPT and others (Zhao
et al., 2023). Additionally, we explore the impact
of conversational fine-tuning techniques, includ-
ing Chat, Instruct (Mishra et al., 2022; Wei et al.,
2022), and Reinforcement Learning from Human
Feedback (RLHF) (Christiano et al., 2017; Ziegler
et al., 2020), the impact of model quantization and
watermarking of the generated text on the general-



ization and transferability of the classifier across
this wide array of models.

This comprehensive investigation enables us to
gain a deeper understanding of the generalization
and transferability of the classifier across a diverse
array of models, thus eliminating a potential source
of bias in our results. It also allows us to identify
how the factors mentioned before (e.g model size,
family, conversational finetuning, quantization and
watermarking) impact the detection and attribution
of generated text.

Our contributions in this study can be summa-
rized as follows:

• A comprehensive investigation into cross-
model detection, evaluating the classifier’s
ability to detect text generated by different
LLMs, and in model attribution, encompass-
ing a broad range of sizes and model families.

• We highlight the role of both model size and
family in the detection of text generated by
Language Model Models (LLMs). We ob-
served an inverse relationship between clas-
sifier effectiveness and LLM size. Detecting
larger models can be challenging, but training
on similarly sized LLMs can improve perfor-
mance. Additionally, our study provides valu-
able insights into the impact of conversational
finetuning, quantization, and watermarking on
detection, indicating the robustness of LLM
detection in the face of these techniques.

• Our experiments in model attribution reveal
the potential for identifying the source model
of generated text. While human-generated
text is distinguishable, confusion primarily
occurs between models from the same fam-
ily or with adjacent sizes. This suggests
that LLMs leave distinct signatures, enabling
source model identification and model fam-
ily classification, further enhancing our un-
derstanding of how different LLMs generate
text.

In the subsequent sections, we present a sum-
mary of relevant related works followed by the de-
tails of our methodology, experiments, and results,
shedding light on the interplay between model size,
family, and training data in the context of LLM
detection and attribution in the ever-evolving land-
scape of Large Language Models.

2 Related Works

Detecting AI-generated text is a recent and rapidly
growing area of research (Jawahar et al., 2020).
Although Sadasivan et al. (2023) demonstrated a
theoretical impossibility of distinguishing between
human-written and machine-generated when the
total variation (TV) norm between the two is low,
a more recent study by Chakraborty et al. (2023)
showed that detection is still possible given enough
samples.

Popular methods to detect AI-generated text can
be grouped into three categories: 1) Using statis-
tical features of text such as perplexity, n-grams,
entropy, etc. (Gehrmann et al., 2019; Mitchell et al.,
2023). 2) Watermarking generated text which was
first demonstrated by Atallah et al. (2001) who
embedded a watermark bit in the syntactic struc-
ture of the text. More recently, Kirchenbauer et al.
(2023) used the LLM’s output log probability at
each generation step to embed a watermark based
on “green/red” token list where an LLM will have
an artificially increased likelihood of selecting to-
kens from the “green” list. Other work on water-
marking include (Fernandez et al., 2023; Christ
et al., 2023). 3) Classifier-based approaches which
use a classifier trained on a dataset containing both
human-written and machine-generated text to de-
tect LM-generated text (Zellers et al., 2019; So-
laiman et al., 2019; Uchendu et al., 2020; Fagni
et al., 2021; Antoun et al., 2021; Guo et al., 2023;
Mitrović et al., 2023). This approach is vulner-
able against adversarial text mimicking, among
others, Wikipedia style and informative (Antoun
et al., 2023).

We highlight recent work by Mireshghallah et al.
(2023) that studies cross-model detection and detec-
tor transferability by examining the effect of using
classifier models other than the generator itself to
detect machine-generated text. The authors studied
training LMs from 5 different model families with
sizes ranging from 70M to 6.7B and trained the
generator LMs to detect machine-generated text
generated by other LMs. They demonstrated that
using smaller language models for detection can
lead to a higher performance. Our work differs
from Mireshghallah et al. (2023) in that we assume
we don’t have access to the underlying model but
only to a set of text generated by the model. We
hence use a separate encoder classifier to detect
generated text instead of using the generator.

A similar work to ours was recently published as



part of the AuTexTification shared task at IberLEF
2023 (Sarvazyan et al., 2023b,a). The shared task
offers two subtasks on the detection and attribution
of machine-generated text in two languages, En-
glish and Spanish, spanning multiple domains. The
authors conducted the study on two model families,
BLOOM (1.7B, 3B and 7B) and OpenAI’s GPT-3
(1B, 3B and 175B). In addition to this, a new paper,
by (Pu et al., 2023) was recently published, which
aligns closely with our work on zero-shot general-
ization of detector models. Our study extends the
previous work to more model families, sizes and
other model specificities.

3 Methodology

Cross-Model Detection Our objective is to eval-
uate whether a classifier, initially trained to distin-
guish text produced by a source LLM from human-
written text, can also detect text generated by a
target LLM.

We conduct a comprehensive evaluation, by us-
ing LLMs with a range of sizes (base models to up
to very large LLMs) from different families. We
consider a model’s family as a proxy for pretraining
dataset variation, since apart from slight changes
in model architecture, namely positional embed-
dings type, layer-norm order, or activation type, the
only difference between the models from different
families is the dataset used for pretraining.

Furthermore, we investigate the effect of Chat,
Instruct and Reinforcement Learning from Human
Feedback (RLHF) which we refer to as conversa-
tional fine-tuning. To further understand the adapt-
ability and generalization capabilities of the clas-
sifier, we also extend our analysis to explore the
impact of model quantization and the application
of watermarking techniques on the generated text.

This multifaceted approach allows us to evalu-
ate the classifier’s effectiveness and transferability
across a wide spectrum of LLMs.

Model Attribution We divide this task into five
subtasks:

• Source Model Identification: We first inves-
tigate the ability to identify the source model
of a given piece of text. This investigation
should highlight any confusion between the
different models, including human-generated
text.

• Model Family Classification: We classify
the source model into its corresponding fam-
ily. This classification helps us understand

how good a text can be attributed to a specific
model family, and identifies instances where
confusion arises between different model fam-
ilies. This task is a higher-level generalization
of the Source Model Identification task.

• Model Size Classification: We examine the
ability to determine the model size responsible
for generating a given text. This experiment
aims to determine whether it is feasible to dis-
cern whether the text was generated by a small
or large LLM. This information is valuable
for understanding how model size impacts the
generated content.

• Quantization Detection: We investigate
whether a classifier can classify if the source
LLM was quantized or using the higher preci-
sion FP16 weights.

• Watermark Detection: We study if water-
marking an LLM output leaves a signature
detectable by a classifier model.

These investigations collectively contribute to a
comprehensive understanding of model attribution
in the context of our study.

Our research methodology for investigating
cross-model detection and model attribution in-
volves synthetic text generated using Large Lan-
guage Models (LLMs) selected from diverse fami-
lies, sizes, and architectures.

4 Experimental Protocol

4.1 LLM Choice

We chose the following model families and sizes
for our experiments for a total of 55 models:

• BLOOM (Scao et al., 2022): 560M, 1.1B,
1.7B, 3B, 7.1B.

• Cereberas-GPT (Dey et al., 2023): 111M,
256M, 1.3B, 2.7B, 6.7B, 13B.

• GPT-2 (Radford et al., 2019): 124M, 355M,
774M, 1.5B.

• LLaMA (Touvron et al., 2023a): 7B, 13B,
30B, 65B.

• LLaMA-v2 (Touvron et al., 2023b): 7B, 13B,
70B.

• MPT (MosaicML, 2023): 7B, 30B.
• OPT (Zhang et al., 2022): 125m, 350m, 1.3B,

2.7B, 6.7B, 13B, 30B, 66B.
• OpenLLaMA (Geng and Liu, 2023): 3B, 7B,

13B.
• OpenLLaMA-v2 (Geng and Liu, 2023): 3B,

7B.



• Pythia (Biderman et al., 2023): 70m, 160m,
410m, 1B, 1.4B, 2.8B, 6.9B, 12B.

We select the following conversationally fine-
tuned models to compare with their corresponding
foundation models:

• Falcon-Instruct (Almazrouei et al., 2023;
Penedo et al., 2023): 7B and 40B.

• Alfred-0723: 40B, an RLHF finetuned ver-
sion of Falcon-40B.

• LLaMA-v2-Chat (Touvron et al., 2023b):
7B, 13B and 70B, an RLHF finetuned version
of LLaMA-v2

• MPT-Chat (MosaicML, 2023): 7B, 30B,
based on MPT finetuned on a large selection
of chat datasets.

• Vicuna-v1.3 (Zheng et al., 2023): 7B, 13B,
33B, based on LLaMA fine-tuned on user-
shared conversations.

4.2 Data-Generation

We generate our data by prompting the different
LLMs with the first 10 words of documents sam-
pled from the OpenWebText dataset (Gokaslan
et al., 2019). For conversational models, in addi-
tion to each model’s specific prompt, we explicitly
instruct the model to continue generation with the
following prompt: “Give the best continuation of
the following text:”, followed by the first 10 words
from the sampled document.

We use the HuggingFace Text Generation Infer-
ence (TGI) server 1 to load all models using up
to 4 48GB NVIDIA GPUs for the largest mod-
els with float16 precision. The same set of hyper-
parameters is used for all models, a maximum 256
tokens per generation, with beam-search of size 5,
repetition penalty of 1.0, temperature of 1.0, top-k
of 10, top-p of 0.9 and typical sampling with 0.9.

For model quantization, we chose 4-bit GPTQ
quantization (Frantar et al., 2023). As for water-
marking, we watermark text using the “red/green”
token algorithm by Kirchenbauer et al. (2023)2.
We limit our model selection for the quantization
and watermarking experiments to the LLaMA and
LLaMA-v2 model families.

4.3 Data Splitting and Filtering

We first split our data into 80% for training and
20% for validation. Then we filter each split to

1https://github.com/huggingface/
text-generation-inference

2We set gamma to 0.5 and delta to 2.

remove bad generations, by filtering (i) genera-
tions that are too short, (ii) generations that are
repetitive and (iii) generations that contain apolo-
gies or sentences similar to "As an AI language
model". To ensure a fair comparison between clas-
sifier trainings, we sample 800 samples for training
and 200 samples for validation from all models.
The pythia-70m, Cereberas-GPT-110m & 256m
and OPT-350m models failed to generate enough
valid examples to reach our required sample size
and were hence discarded.

For the negative human-generated samples, we
sample a new set of texts (800 samples for training
and 200 for validation) from the same OpenWeb-
Text dataset.

4.3.1 Cross-Model Detection Training Data
For each LLM we merge its own train and test
sets with the negative examples sets for a total
of 1600 training samples and 400 validation sam-
ples. To quantify classifier performance, and fol-
lowing (Sadasivan et al., 2023; Chakraborty, 2023),
we utilize the Area Under the Receiver Operating
Characteristic Curve (AUC score). The AUC score
provides a robust measure of the classifier’s ability
to distinguish between different models, taking into
account both true positive and false positive rates.

4.3.2 Model Attribution Training Data
We conduct three distinct investigations as men-
tioned earlier. We use F1 score to evaluate classi-
fier performance in all three tasks due to the imbal-
anced nature of our data.

Source Model Identification This task involves
classifying the text into one of the 50 LLMs used
in our experiments, spanning various families and
sizes. We also include a class for human written
text for a total of 51 classes.

Family Classification We group models into 12
classes including one for human written text, and
then sub-sample the data to have a balanced 1600
training samples and 400 validation samples for
each class.

Model Size Identification We bin the models
into 6 bins: <1B, 1-5B, 5-10B, 10-20B, 20-50B,
>50B. Refer to Table 1 for the class distribution.

Quantization and Watermarking Detection
For both experiments, we have 11k balanced train-
ing samples and 2800 testing samples.

https://github.com/huggingface/text-generation-inference
https://github.com/huggingface/text-generation-inference
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Figure 1: 5-seed averaged AUC scores for a classifier trained on text from a source model (Side axis) and tested on
text from a target model (Top axis). We provide the full results table with values in Appendix A.

Table 1: Model Size Distribution

Size Bin Train Test

<1B 9600 2400
1-5B 11200 2800

5-10B 12000 3000
10-20B 7200 1800
20-50B 6400 1600

>50B 3200 800

4.4 Classifier

Finetuning an encoder model is a popular approach
for AI-generated text detection, and has been used
widely (Guo et al., 2023; Sarvazyan et al., 2023b;
Crothers et al., 2023). Hence, our classifier of
choice for all experiments uses the transformer en-
coder architecture namely DeBERTaV3-base (He
et al., 2023, 2021). All models are trained with a
batch size of 32, learning rate of 2e-5 for 5 epochs.
The classification experiments were conducted us-
ing five different random seeds, and the resultant
scores were averaged to enhance the robustness of
our findings, as this approach helps mitigate the
potential impact of seed-specific variations on the
results.

5 Results

5.1 Cross-Model Detection Results

Figure 1 presents a heatmap of the AUC scores for
the cross-model detection experiments. The side
axis represents the classifier’s source model, and
the top axis represents the classifier’s target model.
We sort the models by their size (from left to right,
top to bottom). From Figure 1, we observe several
interesting patterns in the cross-model detection
results:

Model Size Influence In general, our findings
suggest a clear inverse relationship between the
classifier’s effectiveness and the size of the test
models. The pattern is showcased better in Figure 2,
which plots the self-detection and average AUC
scores trend lines against the model size. This
pattern indicates that larger LLMs tend to pose
a greater challenge for the classifier, particularly
when the classifier is trained on data from a smaller
source model. Notably, the detection performance
on very large Language Models (LMs) tends to
improve when the model is trained on data sourced
from similarly sized large LMs. However, it is
essential to highlight the trade-off that training only
on very large LMs leads to, results in decreased
performance in detecting smaller-sized models.



Figure 2: Average target AUC scores vs model size. OLS Trend lines are drawn for each set of model family

Model Family Influence We observe that perfor-
mance on detecting GPT2 and LLaMA generated
text tends to be slightly lower than other model fam-
ilies (Refer to the corresponding heatmap columns
and their means in Figure 1 to observe the cor-
responding data patterns). This pattern suggests
that the two model families are harder to detect
relative to their similar-sized counterparts due to
their superior language modeling capabilities and
hence “closer” to human written text. We can also
observe that the performance of a classifier trained
on text sourced from pythia-160m and opt-2.7b
tends worse overall, while a classifier trained on
text sourced from Cereberas-GPT-6.7B is perform-
ing better than similarly sized models (Refer to the
corresponding heatmap rows in Figure 1). The
lack of a discernible pattern in the cross-model
detection performance across different model
families may be attributed to the extensive over-
lap in their pretraining data, with a predominant
reliance on ThePile (Gao et al., 2020) dataset or
its subsets across most models, supplemented by
Common Crawl as the primary data source. Conse-
quently, the primary distinguishing factor among
these models lies in their respective data cleaning
pipelines.

Influence of Conversational Finetuning Our ex-
periments reveal a clear pattern in the cross-model
detection results, as shown in Figure 4. Specifically,
a classifier trained on text generated by chat mod-
els exhibits limited capability in detecting normal
language models (LMs). However, it demonstrates
improved performance when tasked with detect-
ing other chat models. Notably, when trained on
LLaMA-2-70b-chat data, the classifier achieves the

highest scores, albeit with a slight decline in de-
tection accuracy when tested on chat models. This
observation suggests that the LLaMA-2-70b-chat
model effectively follows instructions to continue
input text. Surprisingly, training the classifier on
vanilla LM output also yields commendable results
in detecting these distinct model categories. These
findings underscore the nuanced relationship be-
tween chat models and traditional language models
in the context of detection.

Influence of Quantization and Watermarking
The results in Figure 5 show a weak pattern,
wherein a classifier trained using text data from
a quantized model exhibits a slightly higher degree
of transferability when compared to training with
conventional language models. A similar trend is
seen in Figure 6 with the watermarking experiment.
It is worth noting that the underlying reasons for
this phenomenon remain unclear, and further in-
vestigation remains a potential direction for future
research.

5.2 Model Attribution Results
Source Model Identification In the Model At-
tribution experiments, our objective was to inves-
tigate the ability of our classifier to identify the
source model of generated text accurately. Fig-
ure 3 displays the confusion matrix for the Model
Attribution experiments, where rows represent the
true source models, and columns represent the pre-
dicted source models. We can draw the following
conclusions from our results:

• Human-generated text proved to be the most
easily distinguishable source, as it exhibited
minimal confusion, primarily with a few 30B+
Large Language Models (LLMs).
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Figure 3: Normalized confusion matrix for Source Model Identification. 5-seed averaged and normalized by the
predicted class support. For clarity purposes, we hide labels on values less than 4.

Figure 4: Conversational models cross-model detection
with their foundation LLM (5-seed averaged AUCROC
score).

• The majority of confusions occurred between
models from the same family. We also notice
that within a model family, the confusions
tend to happen between models with adjacent
sizes.

• An interesting case was the confusion between
GPT-2 models and Cereberas-GPT models.
It’s worth noting that both models share the
same GPT-2 architecture but differ in their
pretraining data, with Cereberas-GPT being
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Figure 5: Quantized models cross-model detection (5-
seed averaged AUCROC score).

trained on ThePile, which includes an open
replication of the OpenWebText dataset.

Overall, our classifier achieved an F1-score of
17.7% across 44 distinct labels, indicating that
LLMs leave detectable signatures, thus enabling
source model identification.

Model Family Classification In the Model Fam-
ily Classification experiments, our primary aim was
to evaluate the classifier’s efficacy in identifying
the model family responsible for generating a given
text. This assessment allows us to determine if dis-
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Figure 6: Watermarked models cross-model detection
(5-seed averaged AUCROC score).
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Figure 7: Normalized confusion matrix for model family
classification. 5-seed averaged and normalized by the
predicted class support. For clarity purposes, we hide
labels on values less than 4.

tinct signatures emerge from the diverse pretraining
data and architectural choices utilized by different
language models. Figure 7 provides an overview of
the Model Family Classification results. Notably,
we observe that human-generated text exhibits the
highest distinguishability from other model fami-
lies, followed by the OPT model family. It’s worth
noting that this distinction might be partly influ-
enced by the subpar generation quality of the OPT-
125m model, which stands out and can be easily
identified among the models as seen in Section 5.2.
Furthermore, we notice a consistent confusion pat-
tern between GPT-2 models and Cereberas-GPT
models. These two model families, sharing the
GPT-2 architecture but differing in their pretrain-
ing data sources, appear to exhibit a higher degree
of similarity in their generated text, leading to in-
creased misclassifications. The overall F1-score
across 12 distinct model family labels was 37%,
underscoring the potential for detecting model fam-
ily signatures.
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Figure 8: Normalized confusion matrix for model size
classification (5-seed averaged).

Model Size Classification In the Model Size
Classification experiments, we aimed to assess the
classifier’s ability to determine the size category of
the model responsible for generating a given text.
This evaluation allows us to discern whether the
differences in model sizes translate into detectable
signatures in the generated text. As depicted in
Figure 8, the results of the Model Size Classifica-
tion experiment reveal a discernible pattern. Larger
models consistently exhibit the least amount of
confusion, while models with sizes that are closely
related tend to be more frequently misclassified.
An interesting exception to this pattern is observed
in the case of the 10-20B model, where the clas-
sifier tends to confuse other smaller models with
it. In summary, the classifier achieves an overall
F1-score of 38% across six distinct model size cat-
egories.

Quantization Detection In this experimental
evaluation, our classifier fails to detect patterns
or distinctions between quantized and unquantized
models, yielding an accuracy of 54.5%±0.9. These
findings provide additional evidence supporting the
effectiveness of GPTQ as a quantization method,
which appears to leave no discernible traces or arti-
facts within the generated text.

Watermark Detection This experiment demon-
strates our ability to effectively train a classifier to
identify watermarked text, achieving an accuracy
of 82.3%± 2.1. This finding has significant impli-
cations, as it implies that watermark signatures
can be identified and disclosed through the use
of an encoder classifier, without requiring access
to the source model’s log probabilities or any prior
knowledge thereof.



6 Discussion

The experiments and results presented in this study
provide valuable insights into the challenges and
nuances of detecting and attributing text generated
by different LLMs.

In the cross-model detection experiments, we
observed a clear inverse relationship between the
effectiveness of the classifier and the size of the test
models. Larger LLMs tend to be more challenging
to detect, especially when the classifier is trained
on data from smaller models. However, training on
similarly sized LLMs can improve detection per-
formance on larger models, although it may lead to
decreased performance on smaller models. Inter-
estingly, the performance varied across LLM fami-
lies, with GPT2 and LLaMA-generated text prov-
ing harder to detect due to their advanced language
modeling capabilities. These findings emphasize
the importance of considering both model size and
family when developing detection strategies. In ad-
dition to the observations made in the cross-model
detection experiments, we also conducted exper-
iments to assess the influence of conversational
models, shedding light on the relationship between
chat models and traditional language models in the
context of detection.

In the Model Attribution experiments, our classi-
fier demonstrated the ability to identify the source
model of generated text to a certain extent. Human-
generated text was the most distinguishable, Fig-
ure 3 and 7, while confusion mainly occurred
between models from the same family and be-
tween models with adjacent sizes. Furthermore, in
Model Family Classification, the classifier showed
promise in identifying the model family respon-
sible for generating text, highlighting the poten-
tial for detecting distinct signatures arising from
diverse pretraining data and architectural choices.
This indicates that LLMs leave detectable signa-
tures, enabling source model identification, and
model family classification. In Model Size Clas-
sification, we observed that larger models were
less frequently misclassified, emphasizing the influ-
ence of model size on detection. More importantly,
our classifier was able to detect watermarking arti-
facts with only access to the generated text. While
the failure to detect quantization of the source
model further affirms the negligible loss of per-
plexity when using GPTQ as shown by Frantar
et al. (2023).

Building upon the findings of Antoun et al.

(2023) which demonstrated the challenging nature
of identifying adversarial text composed in an aca-
demic, pedagogic, or encyclopedic style for state-
of-the-art classifiers trained on a mixture of text
generated by LLMs and human content, we also in-
vestigated how the detection of adversarial content
text could influence the trends we exposed earlier.
As shown in Figure 1, in the Adversarial column,
the results are massively inferior to the ones re-
ported in our main experimental setting. The in-
herent out-of-domain distribution of this content3

compared to our main experiment setting may have
indeed contributed significantly to this performance
degradation.

This observation suggests that these detectors
are likely taking advantage of relevant textual fea-
tures to distinguish between automatically gener-
ated text of lower quality and human-produced con-
tent. However, it should be acknowledged that
the results exhibit variability across models, with
models of similar size encountering difficulties in
this task, while larger model-trained classifiers also
face challenges in this specific context.

Further work is required to investigate the
precise factors at play in this scenario. Our key
takeaway is that our study was conducted within
a controlled environment, aiming to single-out
variable influences. Therefore, the level of
performance we demonstrated should not be
interpreted as indicative of real-world expectations
for this task. We envision for the future that a
detectability score can be used as a proxy or
as an evaluation of a model’s quality. Overall,
our results underscore the complex interplay
between model size, family, and training data
in the context of LLM detection and attribution.
Moreover, to enhance transparency, we provide all
our experiments results in an interactive online
repository https://huggingface.co/spaces/
wissamantoun/LLM_Detection_Attribution.

7 Limitations

It is crucial to acknowledge several limitations that
warrant further investigation. We did not explore
the impact of various sampling strategies or param-
eters, such as temperature, which could influence
the results. Secondly, our study solely focused on

3We translated the original data set from French to English
using google translate. As shown by Antoun et al. (2023),
translated text from English to French has no effect in the
detectability of generated content. We believe this holds in the
French to English direction.

https://huggingface.co/spaces/wissamantoun/LLM_Detection_Attribution
https://huggingface.co/spaces/wissamantoun/LLM_Detection_Attribution


openly available models, excluding black box mod-
els accessible only through APIs. Lastly, we con-
strained our classification technique to fine-tuning
a single model, potentially overlooking alternative
approaches.
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Figure 9: 5-seed averaged AUC scores for a classifier trained on text from a source model (Side axis) and tested on
text from a target model (Top axis).
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