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1 Introduction
Multi-core processors have been available for decades, but
fully harnessing their computing power remains challeng-
ing, primarily due to synchronization issues that can hinder
multi-core performance [1, 4]. Locks are a common synchro-
nization primitive and come in two types: spin locks, which
busy-wait to acquire a lock and are highly responsive, and
blocking locks, which sleep when waiting for a lock and are
thus less reactive due to the overhead of context switches.
However, spin locks suffer from a major drawback: their

performance collapses when more threads try to acquire
them than there are available cores on the machine, which
is called over-subscription. This is due to the fact that wait-
ing threads, continuously spinning as they await access to
the lock, are likely to preempt the critical section, which
prevents all progress on the critical path. These lock holder
preemptions make spin locks unusable in oversubscribed
scenarios. In contrast, blocking locks do not suffer from that
issue. Waiting threads sleep and pose no threat of preempt-
ing the critical section. Consequently, blocking locks exhibit
better performance in over-subscribed environments. How-
ever, they perform significantly worse than spin locks in
under-subscribed scenarios [3].

In this context, this work introduces a novel locking tech-
nique called the BPF Hybrid Lock. This lock is designed to
detect lock holder preemptions and seamlessly switch be-
tween spin locks and blocking locks. It operates by having
lock waiters spin when the system is under-subscribed and
block when the system is over-subscribed. Over-subscription
is detected using eBPF by monitoring lock holder preemp-
tions.

The goal of the BPF Hybrid Lock is to ensure critical sec-
tions make progress without being hindered by other threads.
As the approach does not alter thread priorities or any kernel-
level thread metadata, as allowed by e.g., Solaris [5], it can-
not be exploited by malicious users to avoid preemptions,
thereby compromising fairness. The BPF Hybrid Lock re-
lies on eBPF to avoid kernel modifications, and addressing
security concerns.
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Our contributions are the following: an algorithm for safe
transitions between lock types, an algorithm to make condi-
tion variables more reactive, a method to detect the optimal
time to switch from a spin lock to a blocking lock, and pro-
vides an implementation of the BPF Hybrid Lock that uses
MCS locks and Linux Futex locks. We improve performance
of LevelDB, a key-value store from Google [2] in under-
subscribed systems, as we reduce the average time of a write
operation from 282 to 102 µs and the average time of a read
operation from 40 to 25 µs.

2 Principle
The foundation of the BPF Hybrid Lock lies in its lock-
switching algorithm, which allows for smooth transitions
between the two lock types, i.e., a spin lock and a blocking
lock at any point during the execution. For the most part, this
algorithm operates similarly to a standard lock. However,
in scenarios where the lock type has changed since the last
lock acquisition, the algorithm waits for the previous holder
to exit its critical section before transitioning back to a stable
state. This process guarantees mutual exclusion and avoids
conflicts.

The algorithm is switched to blocking when a lock holder
preemption is detected using the eBPF tp_btf/sched_switch
event, which occurs during each context switch. When pro-
cessing this event, only forced context switches, i.e., preemp-
tions are considered. If the preempted thread is holding the
lock, the eBPF code switches to blocking by modifying the
lock_state variable directly. For now, detection of the need to
switch back to the spin lock is not implemented. The eBPF
code executes in the kernel without the need for user space
polling, making it highly efficient and minimally impacting
system performance.

We can improve the efficiency of our algorithm using two
methods. First, we want to allow the algorithm to instantly
switch from one lock to the other and improve its responsive-
ness by choosing abortable lock algorithms. This capability
is crucial when transitioning from spinning to blocking, as
it makes it possible to switch instantly from the spin lock
to the blocking lock, thereby quickly releasing cores for
the lock holder. Second, to enhance the responsiveness of
condition-variable-dependent applications, we developed an
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Figure 1.Microbenchmark comparing the BPF Hybrid, MCS
and Futex locks performance with an increasing then decrea-
sung thread count on a 40 core machine, accessing 5 cache
lines and waiting for 1000 cycles between iterations. The
BPF Hybrid Lock is switched back to MCS in the middle of
the graph.

algorithm that complements the lock-switching technique.
This algorithm allows for safe transitions between block-
ing and spinning condition variables. It operates based on
the principles of the ticket queue management system and
synchronizes its switching with the lock.
We provide an implementation of the BPF Hybrid Lock

we described and evaluate its performance in the next sec-
tion. This implementation utilizes MCS as the spin lock and
employs a lock based on Linux Futex as the blocking lock.

3 Evaluation
In this evaluation, we aim to show that the BPF Hybrid
Lock improves under-subscribed performance compared to
blocking locks while maintaining the over-subscribed per-
formance of blocking locks. We conduct experiments on an
Intel 2-socket 40-core machine. The first experiment uses
a custom microbenchmark capable of replicating various
workload scenarios comparing the BPF Hybrid Lock with
the MCS lock and the Futex lock. The second experiment
evaluates the performance of the BPF Hybrid Lock in Lev-
elDB. We vary the number of threads (ranging from 30 to
50), and the metric assessed is the average time taken by a
single operation (read or write).
As shown in Figure 1, the spin lock (MCS) experiences

a significant degradation of performance when the system
is over-subscribed. On the other hand, the performance of
the Futex lock does not degrade. Combining the best of both
worlds, the BPF Hybrid Lock maintains the best performance
in both scenarios. When under-subscribed, the BPF Hybrid
Lock performs as well as the MCS lock. Once the system
experiences over-subscription it behaves as the blocking lock
(Futex).

Figure 2. LevelDB random writes benchmark on a 40-core
machine comparing the performance of the original version
and the BPF Hybrid Lock version.

To evaluate our algorithm in a real-world application, we
use LevelDB, which utilizes a single global lock along with a
condition variable. The BPFHybrid Lock version consistently
outperforms the original version with both write and read
operations when the system is under-subscribed. It demon-
strates a performance boost, with approximately 2.8 times
better efficiency for writes (as seen in Figure 2) and 1.5 times
better efficiency for reads (not shown) compared to the orig-
inal version. In over-subscribed scenarios, the BPF Hybrid
Lock version performs on par with the original LevelDB
version for both reads and writes.

In summary, the BPF Hybrid Lock demonstrates its utility
in improving multi-core system performance through both
the microbenchmark and the LevelDB database benchmark.
It offers improved performance in under-subscribed systems
while maintaining performance in over-subscribed settings.

4 Future Work
Future work on the BPF Hybrid Lock will involve the design
of lock APIs to accommodate different lock algorithms, a
separate detection mechanism for condition variables, the
detection of situations warranting a switch back to a spin
lock and an extended evaluation with more real-world appli-
cations.
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