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Abstract—We present a method combining marked point pro-
cesses and convolutional neural networks applied to the detection
of small objects in optical satellite images. In such images, objects
are densely scattered, and visual information is scarce. The point
process framework allows factoring in priors to account for
object interactions. Classical point process approaches make use
of contrast measures to account for object location. These fail
when contrast is low and visual aspect is varied. We replace those
with terms build from convolutional neural network outputs.
Moreover, we propose a method to learn the parameters of the
point process energy model. We show our approach improves
results from the straight convolutional neural network outputs.
The code will be available at github.com/Ayana-Inria/

Index Terms—object detection, point process, convolutional
neural network, energy based model, remote sensing

I. INTRODUCTION

While object detection has been thoroughly studied for the
past 20 years [1], small object detection in optical satellite
images remains challenging due to the limited spatial resolu-
tion, where objects of interest such as vehicles are only few
pixels large, and thus lack visual information. Additionally, the
dense scattering of objects increases the difficulty in separating
instances and introduces interactions between neighboring
objects. In our work, we aim at extracting the geometrical
configuration of objects as vector information, in images with
resolutions around 0.5 m.

Convolutional neural networks (CNNs) have, in recent
years, greatly improved the object detection performance on
such data [2]. Most of these approaches first extract features
through convolutions, then propose a series of boxes (anchors)
that are refined by regression afterwards [3]–[5]. Some deal
with the inherent scale issues of remote sensing by using
feature pyramids [4]. To alleviate both the imbalance issue
between objects of interest and background, and limited visual
features, others propose to use the relation between the two
[6], [7]. Lastly [8] proposes to introduce prior knowledge on
objects of interest via the input of text-modal information.
However, the majority of these approaches do not consider the
interactions between objects more than the non-superposition
introduced by the post-processing non-maximum suppression
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step. We believe the priors over the interactions can comple-
ment the limited visual information typical of remotely sensed
data.

On the other hand, approaches based on Marked Point
Processes [9] propose a framework that models the set of
objects as a whole instead of independent instances detections.
It jointly solves the detection and selection of objects. Such
models combine data from the image with priors on the objects
and their interactions. These approaches have been applied
to detection in microscopy imagery [10], [11], or remote
sensing data [11]–[14] among other tasks. However, these
previous approaches rely on contrast measures to assert the
correspondence of points with the image: while these perform
well in highly contrasted images, they start to fail when the
scene is more complex (shadows, partial occlusions), and the
objects visual aspect is more varied.

With the proposed approach, we leverage the information
extraction capabilities of CNNs with the modeling of the
MPP: formulating the detection task as an energy minimization
problem while introducing priors, building data terms from
simple CNN outputs to replace contrast measures, and finally
learning the parameters of the energy model on data. We
summarize our contributions as follows:

• Introducing a parameter-light interaction model on top
of a CNN detection model as a Marked Point Process
(MPP).

• Estimating the MPP energy model parameters with con-
trastive divergence.

• Proposing an efficient sampling of the MPP using diffu-
sion dynamics.

• Demonstrating the geometric regularization capabilities
and noise robustness of our method on several datasets.

First we introduce the theoretical base for the MPP, to
then define the model combining the CNN data terms and
the interaction priors. We present the estimation of the energy
model parameters followed by the method to sample the point
process. Lastly we compare our models on detection task on
benchmark data and data provided by Airbus Defense and
Space (ADS).
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(a) uniform (b) gradient (c) repulsive (d) gradient
+ repulsive

Fig. 1. Point processes derived from simple energies; (a): Va(y) ∝ 1,
(b): Vb(y) ∝ yi, (c): Vc(y|Ny) ∝ miny′∈Ny

d(y, y′), (d): Vd(y|Ny) ∝
Vb + Vc. Horizontal axis corresponds to coordinate i and vertical to j.

II. POINT PROCESS FOR OBJECT DETECTION

A. Marked Point Process

A configuration of points Y is a finite non-ordered set of
elements of S × M , with the image space as S ⊂ R2 and
M the mark space. A mark can be any random variable from
the radius of a circle to a discrete categorization of the object.
In our case, a point y ∈ Y is composed of coordinates yi, yj
in S, and three marks that describe a rectangle : width ya,
length yb and angle yα. The set of all configurations with any
number of points is denoted by Y =

⋃∞
n=0(S ×M)n.

A configuration of points Y is modeled as the realization
of a non-uniform MPP; the density of which is defined by h
relative to the uniform point process [9]. The density derives
from an energy U , through a non-normalized Gibbs density :

h(Y |X) ∝ exp(−U(Y |X)) (1)

For object detection, the density is function of the image
X; the configuration Ŷ that best fits one image minimizes the
energy U(Y |X).

B. Energy model

The total energy of a configuration U(Y |X) is computed
for each point as a weighted sum of K energy terms Vk:

U(Y |X, θ) =
∑

y∈Y
θw,0 +

K∑

k=1

θw,kVk(y|X,Ny, θ) (2)

We distinguish between prior terms (Vk(y|Ny, θ)) that only
depend on y and its neighborhood Ny (set of points in
Y within a distance dmax), that measure the coherence of
the configuration itself, and data terms (Vk(y|X, θ)) that are
function of y and the image X (also referred as observation
in remote sensing): these measure the correspondence of the
points with the image.

Here, θ denotes the set of model parameters to learn (eg.
weights θw,1, . . . , θw,K).

The sum formulation of (2) allows for good explainability of
inferred configurations, along with easy composition of these
priors and data terms that each describe object behaviors (see
Fig. 1).
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Fig. 2. Simplified model architecture

III. FROM CNN OUTPUT TO DATA TERMS

Previous data terms for MPP [10]–[14] are based on contrast
measures, that are crafted to fit each application. Moreover,
these measures rely heavily on the high contrast between
objects and their background along with limited object and
background diversity. On the other hand CNNs have shown to
be very efficient at extracting features from images for object
detection and classification. In the following section, inspired
from [15], we will show how to interpret a CNN based object
detector output to get an energy that measures the fitness of a
configuration against an image.

The pipeline to compute U(Y |X, θ) is illustrated in Fig. 2.
From an image X , we first extract 4 energy maps (position and
three marks). For any configuration Y ∈ Y , we can compute
the energy terms Vk for every point y in configuration Y using
the already computed energy maps. Weighting and summing
the energy terms gives the energy U(Y |X, θ) over the whole
configuration.

A. Position likelihood term
CNN based object detection method such as [16] make

use of a heatmap to find object centers. The object center
probability map is obtained as follows: A fully convolutional
model such as Unet [17] transforms an image X of size
H,W into a tensor Apos (X) ∈ RH×W . The probability-like
measure of an object center at coordinates (yi, yj) is given
by p(yi, yj |X) = σ(Apos (X) [yi, yj ]), with σ(·) the sigmoid
function, and Apos (X) [yi, yj ] the value of map Apos (X) at
coordinates (yi, yj).

Relating this probability with the Gibbs model, we get
the following position energy, with θt,pos a real-valued offset
parameter:

Vpos(yi, yj |X) = ln(1+ exp(−Apos (X) [yi, yj ] + θt,pos)) (3)

As the raster map Apos (X) defines energies over discrete
pixel positions, and (yi, yj) ∈ R2, we perform bilinear
interpolation to get energy Vpos(yi, yj |X) for every real-valued
location in S. In this paper we use the CNN built in [18].
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Fig. 3. Illustration of some energy priors.

B. Mark likelihood term

For every mark m (here m ∈ {a, b, α}), we define the mark
data term Vm(ym|yi, yj , X) from the output of a CNN. We
denote (yi, yj) a position in image X , and mk a discrete
value of a mark such as ∀k = 1, . . . , Nm, mk = mmin +
k(mmax − mmin)/Nm. Supposing we have a CNN model
trained to output p (mk|yi, yj , X), this probability of value mk

is given by the softmax function applied to the CNN output
vector Am (X, yi, yj);

p (mk|yi, yj , X) =
exp (Am (X, yi, yj) [k])∑Nm

k′=1 exp (Am (X, yi, yj) [k′])
. (4)

Thus, we define the energy for the mark m as

Vm (ym|yi, yj , X) =−Am (X, yi, yj) [kym ]

+ ln

(
Nm∑

k=1

exp (Am (X, yi, yj) [k])

)

(5)

with kym
equal to the mark value ym mapped to [0, Nm];

kym = Nm(ym −mmin)/(mmax −mmin).

IV. PRIORS ON CONFIGURATIONS

The energy U encompasses several priors as energies, those
allow to regularize the configuration against the data terms.

A. Object priors

These are functions of the current point y only. For k ∈
{ratio, area}:

Vk(y) = − exp
(
−0.5 (fk(y)− µk)2 σ−2k

)
(6)

with fratio(y) = yb/ya and farea(y) = yayb. Parameters µk,σk
are respectively the average observed value and the standard
deviation.

B. Interaction priors

The following priors (illustrated in Fig. 3) depend on the
neighborhood of the point y. The term in (7) penalizes overlap-
ping objects (with θt,overl. the overlap tolerated threshold), (8)
favors aligned objects, (9) and (10) are respectively repulsive
and attractive priors, finally (11) allows to adjust the energy
of neighborless points. With foverl.(y, y

′) the intersection over
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Fig. 4. Effect of training the energy with contrastive samples generated from
the current θn (figure adapted from [19]).

the smallest area of y and y′, and Relu(x) = max(0, x) for
x ∈ R:

Voverl. (y|Ny, θ) = max
y′∈Ny

{Relu (foverl.(y, y
′)− θt,overl.)} (7)

Valign (y|Ny, θ) = min
y′∈Ny

{− cos (|yα − y′α|)} (8)

Vrepul. (y|Ny, θ) = max
y′∈Ny

{
1− d (y, y′)

dmax
− θt,repul.

}
(9)

Vattra. (y|Ny, θ) = min
y′∈Ny

{
d (y, y′)
dmax

− θt,attra.

}
(10)

Vconst. (y|Ny, θ) = 1|Ny|=0 (11)

V. LEARNING ENERGY MODEL PARAMETERS

To find the parameters θ̂ for the energy model, we adapt
a method for Energy Based Models [19] that maximizes the
likelihood :

P (Y +
1 , . . . , Y

+
|S||X1, . . . , X|S|, θ) =

|S|∏

k=1

P (Y +
k |Xk, θ) (12)

Where Y +
k , Xk is the kth image and ground truth pair of

the dataset S. As discussed in [19], minimizing directly
the negative log-likelihood, requires computing an intractable
integral over Y . To avoid this, Hinton [20], [21] proposes
approximating this integral, within a stochastic gradient de-
scent, with a single contrastive sample. This sample is drawn
with Monte Carlo Markov chain, at step t, from h(Y |X, θt);
maximizing the energy of the contrastive sample Y − while
minimizing the energy of the positive sample Y +. Du [22]
improves upon this approach by using a replay buffer: using
the contrastive sample from last epoch as initialization for
drawing the current contrastive sample.

From the above we get the loss

L(θt, Y +, Y −, X) = U(Y +|X, θt)− U(Y −|X, θt), (13)

of which we illustrate the effect in Fig. 4. This loss is
minimized with the following procedure:
β ← ∅, t← 0
while not converged do

For one X,Y + pair in dataset S
Ỹ0 ∼ β with probability 95% and U(Y) otherwise
Y − ← Sample(Y0, X, θt)
β ← β ∪ Y −
∆θt ← ∇θtL(θt, Y

+, Y −, X)
Update θt to θt+1 based on ∆θt with SGD [23]
t← t+ 1

end while



VI. SAMPLING CONFIGURATIONS FROM AN ENERGY

A. RJMCMC

Canonical sampling of Point Processes is performed with
Reversible Jump Markov Chain Monte Carlo (RJMCMC) [24].
This method expands upon a Metropolis Hastings algorithm,
by allowing to jump across dimensions. In the case of point
processes [12]–[14], the jump adds or removes points, as the
configurations Y ∈ Y have no fixed cardinality. The basic
kernels to satisfy the convergence conditions, is the uniform
birth and death kernel: it adds or removes points uniformly to
the current configuration Y .

The RJMCMC relies on an accept-reject mechanism, driven
by the acceptance rate r: kernel Q proposes a move from con-
figuration Y to Y ′, and is accepted with probability min(1, r).
With temperature T :

r =
Q(Y ′ → Y )

Q(Y → Y ′)
exp

(
−U(Y ′|X, θ)− U(Y |X, θ)

T

)
(14)

A uniform birth kernel QB proposes a new configuration
Y ′ with an added point y sampled uniformly in S ×M . To
accelerate convergence, our birth kernel samples the new y in
S ×M from a birth density [12] given some pre-computed
density derived from the CNN outputs. To sample from this
density d(y), we first sample a pixel q in the discretized space1

P with density d̃(q) (15), then sample y inside q uniformly
(16). Thus, denoting qy the pixel containing y (with pixel area
|qy| = 1):

d̃(q) ∝ exp(−θw,posVpos(qi, qj |X)) (15)

d(y) =
1

|qy|
d̃(qy). (16)

Previously, computing the birth map could be quite computa-
tionally expensive when using contrast measures (as one would
need to compute the contrast of a set of differently shaped
and oriented objects for every position in the image) or would
require some heuristic (e.g. when detecting boats, generating
a binary map of water bodies to restrict the search space).
Here the birth map is obtained by simple scalar operations
(see (15) and (3)) on the CNN output Apos (X). Finally, this
density formulation can be extended to take into account mark
terms Vm, in the same way it is done for the position energy.

The birth kernel QB from Y to Y ′ = Y ∪ {y}, with y
sampled with density d, is balanced as such (supposing QB
and QD are picked with equal probabilities):

QB(Y → Y ′) =
d(y)

λ
QB(Y

′ → Y ) =
1

|Y ′| . (17)

The death kernel QD, samples a point y in Y to be removed
and produce Y ′. To ensure detailed balance:

QD(Y → Y ′) =
1

|Y | QD(Y
′ → Y ) =

d(y)

λ
. (18)

1P is the discretized space S ×M , defined as P = J1, HK × J1,W K ×∏
m∈{a,b,α}{mk, k = 1, . . . , Nm}.

B. Jump diffusion

For the RJMCMC Green [24] proposes a transform kernel
(i.e. moves, rotates or scales one point randomly) to explore
the space of all configurations Y at a fixed dimension with
random perturbations on Y . For more efficiency we leverage
the energy gradient over Y with stochastic diffusion (or
Langevin dynamics) [25], [26] to update Y . The stochastic
diffusion updates Y with step size δ as such2:

Y ′ = Y − δ∇Y U(Y |X, θ) + dw
√
2T , dw ∼ N (0, δ) (19)

We leverage the automatic differentiation of libraries such as
PyTorch3 to automatically compute the gradient ∇Y U .

C. Parallelization

While the canonical RJMCMC for point processes adds
and removes one point at a time in the image, we can
leverage the spatial Markovianity (ie. points distant enough
have independent energies) to run the kernel in parallel over
the image. This approach is detailed in [27]. The space S is
split into cells c of size 2dmax +2δmax, each cell is assigned
to one of four sets s so that no cell is neighboring a cell in
the same set. Consequently, for any given set of cells, any
perturbation in a cell induces an energy change independent
of the other cells. Thus, the perturbations can be applied in
any order, or in parallel without change in results. We denote
Y c the subset of points of configuration Y in cell c.

D. Sampling procedure

To ensure proper birth densities over the whole image, we
set the following probabilities to select the cells to iterate on,
with d(c) the density d summed over cell c:

p(s) =
∑

c∈s
d(c) p(c|s) = d(c)∑

c′∈s d(c
′)
. (20)

With initial configuration Y0, image X and parameters θ,
the procedure Sample(Y0, X, θ), samples a configuration as
follows:

for n = 0 to N do
kernel ← diffusion with probability 0.8, else jump
pick one set s with probability p(s)
keep each c in s with probability p(c|s) to make s̃
for all c in s̃ do

if kernel is diffusion then
dw ∼ N (0, δ)
Y cn+1 ← Y cn −∇Y c

n
U(Y cn |X, θ)δ + dw

√
2T

else
Q← QB with probability 0.5 else QD
Y cn
′ ∼ Q(Y cn → ·)

r ← Q(Y c
n

′→Y c
n )

Q(Y c
n→Y c

n
′) exp

(
−U(Y c

n
′|X,θ)−U(Y c

n |X,θ)
T

)
Y cn+1 ← Y cn

′ with probability min(1, r)
end if

end for
end for
return YN

2The translation of each point is bounded by δmax, in order to ensure the
parallelization conditions are met.

3https://pytorch.org/

https://pytorch.org/


Ground truth BBA-Vec. YOLOV5-OBB CNN-MPPF

Fig. 5. Samples of detection on the test dataset. The score threshold (to not display low score objects) is set to maximize the F1 score for each model.

VII. APPLICATION AND RESULTS

A. Quantitative and qualitative evaluation on benchmark data

Our method is aimed for satellite image of resolution around
0.5 m/pixel. We train all models on a sub-sampled version of
DOTA [28] to the desired resolution. We evaluate all methods
on the same test split of this dataset.

To obtain the configuration Ŷ , we perform the sampling
method described above with simulated annealing: Tt+1 =
αTt, α = 0.997.

The scoring of individual points (used to evaluate precision-
recall curves and Average Precision), is computed as the
Papangelou intensity [9]

λ(y|Ŷ \ {y}) = h(Ŷ |X)

h(Ŷ \ {y}|X)
, ∀y ∈ Ŷ . (21)

The measure λ(y|Y )dy gives the infinitesimal probability to
find a point in dy around y for a given configuration Y . Thus,
(21) gives a confidence score for y given the image X its
context Ŷ \ {y}.

In this paper we show results on three CNN based models,
and our two MPP models:

• CNN-local max.: Naive detection from the CNN back-
bone (used in the MPP models); we find objects through
local maxima in the output probability maps (or local
minima in the energy maps).

• CNN-MPP�: MPP with minimal inferred parameters:
manually set priors (i.e., with manually set parameters
θt,pos, θt,overl., θt,attra., . . .), only the weight vector θ̂w is
estimated from the training dataset. This is akin to
previous MPP parameters estimation [14], [29], where
only the weight of the energy terms can be estimated
automatically.

• CNN-MPPF: MPP with parametrized priors. The pa-
rameter vector θ (which encompasses the weights θw
and energy term parameters θt,pos, θt,overl., θt,attra., . . .) is
estimated.

• BBA-Vec. and YOLOV5-OBB: Lastly, we compare all
of our above-mentioned models with BBA-Vec. from [3]
and YOLOV5-OBB from [30], [31].



TABLE I
AVERAGE PRECISION (AP) (LEFT) & PRECISION-RECALL (PR) (RIGHT)

Method AP0
a APNb

BBA-Vec. 0.82 0.19
YOLOV5-OBB 0.86 0.10
CNN-local max. 0.86 0.55
CNN-MPP� 0.91 0.58
CNN-MPPF 0.92 0.62
a AP on test data.
b AP on test data with noise.

PR without noise

PR with noise

CNN-local max. CNN-MPPF

Fig. 6. Sample result on the test dataset with additive noise. The score
threshold (to not display low score objects) is set to maximize the F1 score
for each model. BBA-Vec. and YOLOV5-OBB do not produce any detections
on this noisy image.

For every model we compute the Average Precision (AP)
in Table I both the test DOTA at resolution of 0.5 m. Some
results on sample images are shown in Fig. 5; it shows our
CNN and MPP combination allows for regularization of the
resulting configurations.

We also test all methods on the same images with additive
noise, metrics are displayed in Table I and some results in
Fig. 6; While BBA-Vec. and YOLOV5-OBB fail to produce
any meaningful results, our MPP methods produce some
geometrically regular configurations.

B. Qualitative evaluation on ADS data

We evaluate the methods on data provided by ADS, at
a 0.5 m resolution. As this data is not labeled, models are
trained only on the benchmark data presented above. Results
are presented in Fig. 7; Qualitatively, our MPP model is able
to produce regular configurations of vehicles, while missing
fewer objects of interest compared to BBA-Vec..

VIII. CONCLUSION

We proposed a novel approach for object detection that
leverages interaction between objects while maintaining a low
number of parameters within a probabilistic model at the

whole image level. It allows adding priors on interactions,
while estimating the importance of these priors on some la-
beled data. We show this allows regularization and robustness
on the resulting configuration of points, especially when the
information contained in the image is scarce. We believe this
could yield interesting results on other applications where the
priors have more importance (eg. object tracking, where priors
on dynamics are strong). However, the inference times of this
method has room for improvement, as Markov chain based
inference can be quite computationally expensive.
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