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Notations

x column vector of components xp, 1 ≤ p ≤ P
s, x, y sources, observations, separator outputs
R number of sources
P number of sensors
T number of observed samples
? convolution
A matrix with components Aij
A, B mixing and separation matrices
G, W , Q global, whitening, and separating unitary matrices
ǧ Fourier transform of g
ŝ estimate of quantity s

px probability density of x
ψ joint score function
ϕi marginal score function of source si
Ex, E{x} mathematical expectation of x
I{y} or I(py) mutual information of y
K{x;y} or K(px; py) Kullback divergence between px and py
Hx or H(px) Shannon entropy x

L likelihood
A, B mixing, and separating (non linear) operators
cum{x1, . . . , xP } joint cumulant of variables {x1, . . . , xP }
cumR{y} marginal cumulant of order R of variable y
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QT transposition
QH conjugate transposition
Q∗ complex conjugation
Q† pseudo-inverse
Υ contrast function
R real field
C complex field
Â estimator of mixing matrix
rank{A} rank of matrix A

krank{A} Kruskal’s k-rank of matrix A

diag{A} vector whose components are the diagonal of matrix A

Diag{a} diagonal matrix whose entries are those of vector a
trace{A} trace of matrix A

detA determinant of matrix A

š(ν) Fourier transform of process s(t)
� Kronecker product between matrices
� Khatri-Rao (column-wise Kronecker) product between matrices
� Hadamard (entry-wise) product between arrays
⊗ tensor product
•j contraction over index j
S, G sets
T tensor or tensor array (representing multilinear operators)
Tijk entries of a tensor array
vec(·) vectorization of an array
Unvecn(·) unvectorization into a matrix with n rows
T (d) dth mode unfolding of a tensor array into a matrix (also called matricization or flattening)
aff{a1, . . . ,ap} affine hull of the set {a1, . . . ,ap}
conv{a1, . . . ,ap} convex hull of the set {a1, . . . ,ap}
vol{a1, . . . ,ap} volume of conv{a1, . . . ,ap}
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v

dom f domain of function f
proxA

f (x) proximity operator of function f within the metric induced by A computed at x

ιC indicator function of set C
PC projector on set C
epi f epigraph of function f
argmin

C
f minimum argument of f over set C

argmax
C

f maximum argument of f over set C

sup
C
f supremum of f over set C

inf
C
f infimum of f over set C

∇f gradient of f
∇2f Hessian of f
∂f(u) subdifferential set of f at u
f∗ conjugate of function f
γf Moreau envelope of f of parameter γ
� infimum-convolution
‖ · ‖F Frobenius norm
||| · ||| spectral norm
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1
Optimization Methods for Signal Processing
E. Chouzenoux and J.-C. Pesquet

Abstract

In a wide range of problems arising in source separation, large scale optimization
problems need to be solved. The objective of this chapter is to introduce the theo-
retical background which makes it possible to develop efficient algorithms to suc-
cessfully address these problems. This chapter will be mainly focused on nonlin-
ear optimization tools for dealing with convex and nonconvex problems. Proximal
tools, parallel splitting techniques, Majorization-Minimization strategies and alter-
nating minimization approaches will be presented. Illustrations of these methods on
various problems will be provided.

Keywords

Optimization, Convex analysis, Proximal algorithms, Splitting techniques, Primal-
dual algorithms, Majorization-Minimization, Half-Quadratic strategies, Block coor-
dinate minimization, Interior point algorithms.

Affiliations

E. Chouzenoux, and J.-C. Pesquet are with OPIS of Inria Saclay (Palaiseau, France)
and CVN at CentraleSupélec, Université Paris-Saclay (Saclay, France).



Christian Jutten, Leonardo Tomazeli Duarte, Saïd Moussaoui: Source Separation in Physical-Chemical Sensing —
Chap. 1 — 2023/12/12 — 16:04 — page 2

2

1.1
Introduction to optimization problems

1.1.1
Problem formulation

In this chapter, we are interested in general problems involving the minimization of
a cost function f with respect to a vector u ∈ RN with components (un)1≤n≤N
representing variables to estimate. In the context of source separation, the unknown
vector can often be block-decomposed into J ≥ 1 blocks having various roles and
properties. More specifically, we will decompose u as (u(j))1≤j≤J ∈ RN1 ×
. . . × RNJ , where, for every j ∈ {1, . . . , J}, u(j) = (un)n∈Jj ∈ RNj and Jj is
the index set of the components corresponding to the j-th block. With this notation,
the optimization problem reads

minimize
u(1)∈RN1 ,...,u(J)∈RNJ

f(u). (1.1)

Function f is usually expressed as a composite objective function consisting of a
sum of terms: a data fidelity term describing the existing relations existing between
the observed data and the target variables, and penalization (or regularization) terms
modeling the available prior information on the sought variables. Various examples
of possible choices for these functions in the context of source separation will be
given in Section 1.1.3. In particular, one may want to introduce some constraints
on the domain of each block, namely that, for every j ∈ {1, . . . , J}, u(j) belongs
to some set Cj ⊂ RNj . Problem (1.1) then becomes a constrained optimization
problem

minimize
u(1)∈C1,...,u(J)∈CJ

f(u). (1.2)

It is important to note that Problem (1.2) actually is an instance of Problem (1.1).
Indeed, it suffices to replace the cost function f in (1.1) by the sum f + ιC , where
ιC is the indicator function of set C:

(∀u ∈ RN ) ιC(u) =

{
0 ifu ∈ C
+∞ elsewhere,

(1.3)

and C gathers all the constraints on the block variables, i.e. C is the Cartesian
product C1 × . . . × CJ of the J constraint spaces. In a nutshell, allowing a cost
function value to be equal to +∞ over some set is a convenient way for constraining
its minimizer to be out of this set.

With the exception of very specific cases (typically, fully quadratic problems),
solving Problem (1.1) requires the design of an algorithm that builds a sequence
of iterates (uk)k∈N converging to a minimizer û of f . There is in the literature a
bunch of optimization methods, which differ by their convergence properties, their
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Figure 1.1 Indicator function of the interval [δ1, δ2]

computational cost, their memory requirements, their convergence speed, and their
sensitivity to numerical errors. The goal of this chapter is to help the reader to bring
answers to the following questions:

• How to exploit the mathematical properties of each term involved in f? How to
handle constraints efficiently ? How to deal with non differentiable terms in f ?
Which convergence result can be expected if f is non convex?

• How to reduce the memory requirements of an optimization algorithm? How to
avoid large-size matrix inversion?

• What are the benefits of block alternating strategies? What are their convergence
guaranties?

• How to accelerate the convergence speed of a first-order (gradient-like) optimiza-
tion method?

1.1.2
Theoretical background

1.1.2.1 Convex functions
Throughout this chapter, all the functions will be assumed to take their values in R,
possibly extended to R ∪ {+∞}. The domain dom f of a function f from RN to
R∪ {+∞} is the subset of RN over which this function is finite-valued. When this
domain is nonempty, it is said that the function is proper. In optimization, one is able
to handle discontinuous functions, but most of the time, the involved functions must
be assumed to be lower-semicontinuous (lsc). A function f from RN to R∪{+∞}
is lower-semicontinuous if its epigraph

epi(f) = {(u, ζ) ∈ RN × R | f(u) ≤ ζ},

which basically represents the area above the graph of the function, is a closed set. It
is then easy to check that continuous functions are lower-semicontinuous. In the rest
of this chapter, we will assume, without recalling it explicitly, that all the considered
functions are proper and lower-semicontinuous.

Another desirable property of a cost function is its convexity. Recall that a set C
is convex if any line segment linking two arbitrary points of C is included in C . A
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Figure 1.2 Epigraph of the absolute value function.

function f from RN to R∪{+∞} is convex if its epigraph is convex, which is also
equivalent to the following inequality:(
∀(u,v) ∈ (RN )2

)(
∀λ ∈]0, 1[

)
f
(
λu+ (1− λ)v

)
≤ λf(u) + (1− λ)f(v).

In addition, the function is strictly convex if the above inequality is strict whenever
(u,v) ∈ (dom f)2 and u 6= v. An important property of a convex function
is that any of its local minimizers i.e., minimizer on a local neighborhood in its
domain, is a (global) minimizer over RN . If the function is strictly convex, such a
minimizer, whenever it exists, is unique. These properties are important since many
optimization algorithms are only guaranteed to converge to a local minimizer, which
may lead to suboptimal performance in practice, when the associated cost function
is non convex.

1.1.2.2 Differentiability and subdifferentiability
The subdifferential of a function f from RN to R ∪ {+∞}, at u ∈ RN , is defined
as

∂f(u) = {t ∈ RN | (∀v ∈ RN ) f(v) ≥ f(u) + tT(v − u)}. (1.4)

Any vector t ∈ ∂f(u) is called a subgradient of f at u ∈ RN . The above definition
actually corresponds to the Moreau subdifferential, but other definitions are possible
[1], which may be more relevant in the non convex case. It is worth noting that the
affine term f(u) + tT(v − u), t ∈ ∂f(u) actually correspond to a supporting
hyperplane crossing the graph of f at u, thus generalizing the notion of tangent
plane to non necessarily differentiable functions. In particular, a function may have
several sugradients at a given point u ∈ RN or none (in which case, ∂f(u) is
empty). But, if f is convex and continuous at u ∈ RN , then ∂f(u) is nonempty.
Furthermore, if f is differentiable at u ∈ RN and it is convex, its only subgradient
at u ∈ RN is its gradient∇f(u).

A key property of the Moreau subdifferential is that it allows the characterization
of solutions to an optimization problem. Indeed, according to Fermat’s rule, û is a
(global) minimizer of f if and only if 0 is a subgradient of f at û. However, if f
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Figure 1.3 Function f and a supporting line of it at u = 0 (left). Graph of the
subdifferential (right).

is differentiable at û and non convex, the condition ∇f(û) = 0 only constitutes a
necessary condition for û to be a minimizer of f .

1.1.3
Examples in the context of source separation

1.1.3.1 Non-negative matrix factorization
The problem in non-negative matrix factorization is to decompose a given , possibly
noisy, data matrix X ∈ RP×T into a product AS where A ∈ RP×R and S ∈
RR×T are constrained to have non-negative entries. A common strategy to solve this
algebraic problem is to defineA andS as the solutions of a constrained optimization
problem of the form:

minimize
A≥0,S≥0

Φ(AS,X) + Θa(A) + Θs(S), (1.5)

where Φ measures the discrepancy between the dataX and the sought productAS
(see Table 1.1 for some examples), and Θa (resp. Θs) introduces some a priori
information on the unknown matrices.

Name Expression Reference

Euclidean 1
2
‖X −AS‖2F [2]

Kullback-Leibler
∑P
p=1

∑T
t=1(AS)p,t −Xp,t log ((AS)p,t) [2]

Itakura-Saito
∑P
p=1

∑T
t=1Xp,t/(AS)p,t + log ((AS)p,t) [3]

β-divergence
∑P
p=1

∑T
t=1 β

−1(AS)βp,t − (β − 1)−1Xp,t(AS)β−1
p,t [4]

Table 1.1 Examples of discrepancy measures in NMF (with β ∈ R \ {0, 1}).

1.1.3.2 Independent component analysis
The problem of ICA consists in retrieving unknown statistically independent com-
ponents of a vector s(t) which are mixed by an unknown linear operatorA, leading
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to an observed vector x(t), at time t = 1, . . . , T . If A is an R × R invertible
matrix, andB = A−1 denotes the separating matrix, the likelihood ofB is

L(B) =
T∏
t=1

ps(t)
(
Bx(t)

)
|detB|, (1.6)

where ps(t) is the probability density function of the source vector at time t. For
simplicity, let us now assume that the vectors

(
s(t)

)
1≤t≤T are independent and

identically distributed. The maximum likelihood estimator ofB is then obtained by
minimizing the neg-log-likelihood ofB, that is

f(B) =
T∑
t=1

R∑
r=1

ϕr
(
B,x(t)

)
− T log |detB|, (1.7)

where, for every r = 1, . . . , R, ϕr
(
B, ·

)
= − log psr

(
[B·]r

)
and psr is the prob-

ability density function of the r-th component of the source vector. Note that, even
if these probability density functions are log-concave, f is a non-convex function
due to the last logarithmic term. In addition, several global minimizers may exist,
especially when some of the source component probability distributions are equal
(permutation ambiguity) or even (sign ambiguity). When the source distributions
are unknown, a criterion similar to (1.7) can be minimized where some approxima-
tions to the probability distributions of the sources are employed [5].

A commonly used technique in ICA is to perform a prewhitening of the obser-
vations which aims at computing a matrix W such that, for every t = 1, . . . , T ,
y(t) = Wx(t) has an identity correlation matrix E{y(t)y(t)T}. We have then
s(t) = Qy(t) where Q is a matrix which remains to be estimated. If the sources
are assumed to be zero-mean with unit variance, then this matrix is orthogonal and
the neg-log-likelihood reduces to

Q 7→
T∑
t=1

R∑
r=1

ϕr
(
Q,y(t)

)
(1.8)

This simplification comes at the expense of the orthogonality constraint which needs
to be imposed on the sought matrix. The resulting cost function to be minimized on
the space of R×R matrices reads

f(Q) =
T∑
t=1

R∑
r=1

ϕr
(
Q,y(t)

)
+ ιO(Q), (1.9)

whereO is the non-convex closed set of orthogonal matrices.

1.1.3.3 Tensor decomposition
Source separation problems can often be recast either directly, or after some pre-
processing (e.g. by computing higher-order cumulants of the observations), under a
tensorial form [6]. One important problem in such tensor analysis is the Canonical
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Polyadic Decomposition (CPD) which consists in decomposing a tensor T of order
D in a sum of R one-rank tensors, i.e.

T =
R∑
r=1

a(r,1) ⊗ · · · ⊗ a(r,d), (1.10)

where R is the tensor rank and, for every r = 1, . . . , R and d = 1, . . . , D, a(r,d)

is a Pd-dimensional vector. More generally, one may be interested in approximat-
ing a tensor T by a sum corresponding to the right-hand side summation in (1.10)
where R is then less than or equal to the tensor rank. Then, it may be useful to
introduce constraints on the sought vectors (a(r,d))1≤r≤R,1≤d≤D , which are relat-
ed to properties of the underlying physical model. For example, the components of
these vectors can sometimes be assumed to belong to R+. Due to possible symmetry
properties, some of these vectors can also be constrained to be equal. Finally, to lim-
it indeterminacies, some of these vectors can be normalized by setting their norms
to 1. All these constraints, mean that a = (a(r,d))1≤r≤R,1≤d≤D has to belong to
a given constraint set C . The resulting constrained CPD problem can therefore be
reformulated as the minimization of

f(a) = Φ
(
T −

R∑
r=1

a(r,1) ⊗ · · · ⊗ a(r,d)
)

+ ιC(a), (1.11)

where Φ is a given distance measure. The latter function is often chosen equal to the
squared Frobenius norm. Because of the multilinearity of model (1.10), even if Φ is
a convex function and C is a convex set, the resulting optimization problem is non
convex.

1.1.4
Chapter outline

In Section 1.2, we will introduce the Majorization-Minimization (MM) principle
which will be our main guideline for all the approaches presented in this chapter.
General recipes for building a good surrogate majorant to a given cost function
will be discussed. Then, we will focus on quadratic MM methods, which will be
shown to cover a wide range of existing algorithms for minimizing both smooth
functions (e.g. MM subspace algorithms) and non smooth ones (e.g. the Variable
Metric Forward-Backward algorithm). In the last part of this section, we will present
block-coordinate approaches which now play a prominent role in the solution of
large-scale optimization problems. Section 1.3 will be dedicated to primal-dual al-
gorithms which have gained much popularity in the last years. These methods will
be introduced from the viewpoint of Lagrange duality. Both proximal approaches
and interior point methods will be described. We conclude this chapter by presenting
in Section 1.4 an example of signal restoration, arising in spectroscopy, and various
optimization approaches to resolve it.
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Figure 1.4 Graph of function f and a majorant function h(· | v) of f at v

1.2
Majorization-Minimization approaches

Majorization-Minimization (MM) [7], also known as optimization transfer [8], aux-
iliary function method [9], quadratic approximation [10], surrogate minimization
[11], successive upper-bound minimization [12], is at the core of many optimiza-
tion algorithms for large scale signal/image processing. In particular, it appears that
most of the optimization methods that are useful to solve source separation problems
(gradient descent schemes, NMF algorithms, proximal methods, ...) can be rewrit-
ten under this generic framework, which motivates us for making a detailed focus
on MM algorithms, along with their convergence guarantees, and their applicability
on specific examples inspired from the context of source separation.

1.2.1
Majorization-Minimization principle

The main idea behind MM methods lies in the concept of majorant function, defined
below.

DEFINITION 1.1 Let f : RN → R ∪ {+∞}. Let v ∈ RN .
h(·|v) : RN → R ∪ {+∞} is a majorant function of f at v if

(∀u ∈ RN ) f(u) ≤ h(u|v), and f(v) = h(v|v).

The MM algorithm consists of solving the minimization problem

minimize
u∈RN

f(u), (1.12)

by alternating between two steps:

1) Majorize the criterion at current iterate with a majorant function,
2) Minimize the majorant function to define the next iterate.
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A simple instance of MM algorithm for minimizing function f over RN reads:

For k = 0, 1, . . .⌊
uk+1 ∈ Argmin

u∈RN
h(u|uk)

(1.13)

where h(·|uk) is a majorant function for f at uk. By construction, we have the
following inequalities:

(∀k ∈ N) f(uk+1) ≤
Maj.

h(uk+1|uk) ≤
Min.

h(uk|uk) = f(uk).

We thus see that the sequence (f(uk))k∈N is decreasing. The construction of an
MM algorithm requires to define a strategy for building majorant functions, as well
as a strategy for minimizing (or at least, decreasing) them, with the aim to guarantee
the convergence of the sequence (uk)k∈N to a solution to (1.12).

1.2.2
Majorization techniques

In this section, we recall some important properties from [8, 11] that may be useful
to construct a suitable majorant function for a given criterion f .

PROPERTY 1.1 Let f1 : RN → R∪{+∞}, f2 : RN → R∪{+∞} and v ∈ RN .
Assume that h1(·|v) : RN → R ∪ {+∞} is a majorant function of f1 at v, and
h2(·|v) : RN → R ∪ {+∞} is a majorant function of f2 at v. Then,

(i) h1(·|v) + h2(·|v) is a majorant function of f1 + f2 at v.
(ii) If, for all u ∈ RN , f1(u) ≥ 0 and f2(u) ≥ 0, then h1(·|v)h2(·|v) is a

majorant function of f1f2 at v.
(iii) If φ : R→ R∪{+∞} is an increasing function, then φ(h1(·|v)) is a majorant

function of φ(f1) at v.

The definition of the subdifferential in (1.4) yields the following useful property.

PROPERTY 1.2 Let f : RN → R ∪ {+∞} and v ∈ RN . If f is concave (i.e., −f
is convex) on RN , then a majorant function for f at v is

(∀u ∈ RN ) h(u|v) = f(v) + tT(u− v),

where (−t) ∈ ∂(−f)(v), where ∂f denotes the subdifferential of f .

Note that the above Property 1.2 is at the core of DC (difference of convex) pro-
gramming algorithms for minimizing the difference of two convex functions [13].
At each iteration of such methods, the concave part of the criterion is majorized at
the current point by a linear function while the convex part is majorized by a sim-
pler convex (typically quadratic) function. The resulting majorant function is then
minimized, according to an MM scheme.

Quadratic majorant functions can be derived, by making use of second-order prop-
erties of f .
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PROPERTY 1.3 (i) Assume that f is β-Lipschitz differentiable on RN , i.e. there
exists β > 0 such that

(∀(u,v) ∈ RN × RN ) ‖∇f(v)−∇f(u)‖ ≤ β‖u− v‖.

Then a majorant function for f at v is

(∀u ∈ RN ) h(u|v) = f(v) +
(
∇f(v)

)T
(u− v) +

µ

2
‖u− v‖2,

where µ ∈ [β,+∞[.
(ii) If f is twice differentiable on RN with Hessian ∇2f , then a majorant function

for f at v is

(∀u ∈ RN ) h(u|v) = f(v) +
(
∇f(v)

)T
(u− v) +

1

2
‖u− v‖2A,

where A ∈ RN×N is a positive semidefinite matrix such that, for every u ∈
RN , A − ∇2f(u) is positive semidefinite and ‖u‖A =

√
u>Au denotes the

weighted Euclidean norm of u within the metric induced byA.

EXAMPLE 1.4 Consider Problem (1.12), where f is β-Lipschitz differentiable on
RN . Then, Property 1.3(i) holds, and, for this particular choice of majorizing func-
tion (by setting µ = γ−1), the MM algorithm (1.13) reads:

u0 ∈ RN
γ ∈]0, β−1[
For k = 0, 1, . . .⌊
uk+1 = uk − γ∇f(uk)

(1.14)

The above algorithm identifies with the steepest descent algorithm (or gradient al-
gorithm) with fixed stepsize. Its convergence properties can be found in [14], for the
over-relaxed case when γ ∈]0, 2β−1[. The advantage of this method is its simplic-
ity, but this may come at the expense of a slow convergence rate. The convergence
speed of the steepest descent algorithm can be much improved by introducing a vari-
able stepsize associated to a linesearch strategy [14, Chap.3]. More sophisticated
strategies, based on preconditioning, or subspace acceleration will be discussed in
the next section.

EXAMPLE 1.5 Consider Problem (1.12), where f is a convex lsc function on RN .
For all v ∈ RN , a strongly convex majorant function of f can be derived by setting

(∀u ∈ RN ) h(u|v) = f(u) +
1

2
‖u− v‖2A,

with A ∈ RN×N a positive definite matrix. The minimizer of the later majorant
function is unique, and defines the so-called proximity operator of f at v within the
metric induced byA:

proxA
f (v) = argmin

u∈RN
f(u) +

1

2
‖u− v‖2A (1.15)



Christian Jutten, Leonardo Tomazeli Duarte, Saïd Moussaoui: Source Separation in Physical-Chemical Sensing —
Chap. 1 — 2023/12/12 — 16:04 — page 11

11

with the simplified notation proxI
f ≡ proxf . The proximity operator benefits from

many interesting properties [15]1). In particular, if û is a minimizer of f , we have
the fixed-point relation:

û = proxA
f (û),

which is at the core of the convergence analysis of the proximal point algorithm
given below:

u0 ∈ RN
For k = 0, 1, . . .⌊
uk+1 = proxA

f (uk).
(1.16)

Let A = γ−1I , with γ ∈]0,+∞[. According to the definition of the proximity
operator, the main iteration (1.16) can be rewritten as:

uk+1 = uk − γtk, with tk ∈ ∂f(uk+1), (1.17)

which (1.17) can be viewed as an implicit subgradient scheme. The main advantage
of this implicit scheme is that it allows the stepsize γ to be constant along the itera-
tions, whereas the step-size is required to decrease to zero in the case of the standard
(explicit) subgradient algorithm [16].

EXAMPLE 1.6 Let us consider the resolution of Problem (1.12) where

(∀u ∈ RN ) f(u) =
1

2
‖Hu− z‖22 + λ

N∑
n=1

log(η + |un|) (1.18)

with H ∈ RM×N , z ∈]0,+∞[M , (λ, η) ∈]0,+∞[2. Function u 7→ log(η + u)
is concave on [0,+∞[, so according to Property 1.2, for every v ∈ RN , a tangent
majorant function of (1.18) is

(∀u ∈ RN ) h(u|v) =
1

2
‖Hu− z‖22 + λ

N∑
n=1

|un|
η + |vn|

+ C(v) (1.19)

where C(v) is a constant such that h(v|v) = f(v). The application of the MM
algorithm to the majorizing approximation (1.19) leads to the so-called iterative
reweighted `1 (IRL1) algorithm for sparse signal reconstruction [17, 18, 19, 20].
This name comes from the fact that function (1.19) reads as a least squares term,
penalized by a weighted `1 norm, whose weights depend on the entries of v.

The following property is at the core of iterative reweighted least-squares algo-
rithms [21, 22, 23, 24, 25], and of half quadratic methods [26, 27, 28, 29, 30, 31, 32]
for the minimization of penalized quadratic functions.

PROPERTY 1.7 Let f : R→ R be a continuous function such that, for every u ∈ R,
f(u) = ψ(|u|), where:

1) See also http://proximity-operator.net
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(i) ψ is differentiable on ]0,+∞[,
(ii) ψ(

√
·) is concave on ]0,+∞[,

(iii) ψ is increasing on ]0,+∞[.

Then, for all v ∈ R∗,

(∀u ∈ R) f(u) ≤ f(v) + ḟ(v)(u− v) +
1

2
ω(|v|)(u− v)2

where, for every ξ ∈]0,+∞[, ω(ξ) = ψ̇(ξ)/ξ and ḟ denotes the derivative of the
scalar function f .

EXAMPLE 1.8 Let us focus on the search for a minimizer on RN of the non smooth
function f : RN → R defined as:

(∀u ∈ RN ) f(u) =
S∑
s=1

‖Lsu− cs‖ (1.20)

with (∀s ∈ {1, . . . , S}) Ls ∈ RPs×N , cs ∈ RPs . Applying Property 1.7 with f
the absolute value function, yields, for every v ∈ R∗,

(∀u ∈ R) |u| ≤ |v|+ sign(v)(u− v) +
1

2|v|
(u− v)2 =

u2

2|v|
+
|v|
2
.

A direct consequence is that, for all v belonging to the set

C =
{
v ∈ RN | (∀s ∈ {1, . . . , S})Lsv − cs 6= 0

}
,

the quadratic function

(∀u ∈ RN ) h(u|v) =
1

2

S∑
s=1

‖Lsu− cs‖2

‖Lsv − cs‖
+ ‖Lsv − cs‖,

is a majorant function for f at v. This leads to an MM algorithm for minimizing
f usually known as the iterative reweigthed least-squares (IRLS) algorithm. A dif-
ficulty is that IRLS needs to be stopped as soon as an iterate does not belong to
C (since the majorant function would not be defined anymore). This constitutes a
difficulty to prove the convergence of the method. In particular, one must ensure
that the algorithm does not stopped before reaching the convergence. An analysis
of IRLS convergence properties is available in specific cases, namely if for every
s ∈ {1, . . . , S}, Ls = I , IRLS identifying with the Weiszfeld algorithm [23, 33],
or when for every s ∈ {1, . . . , S}, Ps = 1, Ls = e>s , with es the s-th canonical
basis vector of RN , and f contains an additional quadratic term [21]. Note that,
even if the iterates (uk)k∈N stay in C, numerical issues may arise if, for some k,
some component of (‖Lsuk − cs‖)1≤s≤S becomes close to zero. A common strat-
egy adopted in the literature to avoid this problem is to replace the expression of the
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majorant function, by a smooth approximation of it, defined on the whole space RN .
For instance, [34, 35, 12] define, for every v ∈ RN , the smooth majorant function

(∀u ∈ RN ) h̃(u|v) =
1

2

S∑
s=1

‖Lsu− cs‖2√
‖Lsv − cs‖2 + η2

+ C(v),

where C(v) is constant with respect to u such that f(v) = h̃(v|v), and η > 0
is a smoothing parameter. It can be easily shown that this modified IRLS algorithm
identifies with an MM algorithm for minimizing a smooth approximation to (1.20),
given by

(∀u ∈ RN ) f̃(u) =
S∑
s=1

√
‖Lsu− cs‖2 + η2 − η.

In practice, parameter η is chosen close to zero, so that the minimizers of f and f̃
almost coincide, while numerical issues are avoided.

We finish this section by stating a property resulting from Jensen’s inequality
which is recalled below:

LEMMA 1.9 Let ψ : R → R ∪ {+∞} be a convex function and let ω =

(ωn)1≤n≤N ∈ [0,+∞[N be such that
∑N
n=1 ωn = 1. Then,

(
∀(u1, . . . , uN ) ∈ RN

)
ψ

(
N∑
n=1

ωnun

)
≤

N∑
n=1

ωnψ (un) .

PROPERTY 1.10 Let ψ : R→ R ∪ {+∞} be a convex function.

(i) (∀(u,v, c) ∈ (]0,+∞[N )3) ψ(cTu) ≤
∑N
n=1

cnvn
cTv

ψ
(
cTv
vn
un
)
.

(ii) Let ω ∈]0,+∞[N such that
∑N
n=1 ωn = 1. We have

(∀(u,v, c) ∈ (]−∞,+∞[N )3)

ψ(cTu) ≤
N∑
n=1

ωnψ

(
cn
ωn

(un − vn) + cTv

)
.

This property is useful in the derivation of several optimization algorithms in the
context of signal/image restoration.

EXAMPLE 1.11 Let us consider the resolution of Problem (1.12) where

(∀u ∈ RN ) f(u) =
M∑
m=1

ψ((Hu)m; zm), (1.21)
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H ∈ RM×N , z ∈ [0,+∞[M , and ψ is the Kullback-Leibler divergence defined as

(∀u ∈ R)(∀z ∈ [0,+∞[) ψ(u; z) =


u− z log(u), if u > 0 and z > 0

0 if u = 0 and z = 0

+∞, elsewhere.

(1.22)

Function f is convex but its minimizers have no closed form expression. A strategy is
then to build a majorant function of f , which is simple to minimize. The Richardson-
Lucy algorithm [36] consists in applying the MM method (1.13) where the majorant
function is given by

(∀u ∈]0,+∞[N ) h(u|v) =
N∑
n=1

anun − bn(v) log(un) + cn(v),

with, for every n ∈ {1, . . . , N},

an = [HT1]n

bn(v) = [HT(z �Hv)]nvn (1.23)

cn(v) = [HT(z� log(Hv)�Hv)]nvn − [HT(z �Hv)]nvn log(vn)

(consequence of Property 1.10(i)). This majorant function is easy to optimize since it
is separable with respect to u. Its minimization leads to the following multiplicative
update rule:

u0 ∈]0,+∞[N

For k = 0, 1, . . . For n = 1, 2, . . . , N⌊
un,k+1 = un,k

[HT(z�Huk)]
n

an
.

(1.24)

The convergence of the iterations (1.24) has been studied for instance in [37]. Note
that extensions of the Richardson-Lucy algorithm to the case of a penalized KL cri-
terion are available (see, for instance, [38]).

1.2.3
MM quadratic methods

The numerical efficiency of the MM algorithm relies on the use of simple majorant
functions providing good approximations to f and whose minimizer is simple to
compute. An intuitive choice is thus to choose quadratic majorant functions, which
leads to the MM quadratic algorithm [10]. Half-quadratic methods [29, 30, 32, 31]
are a particular case of this method.
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Figure 1.5 MM quadratic algorithm. Function f and a quadratic majorizing function
h(·|uk). The gray interval depicts associated values for uk+1 for θk ∈]0, 2[. The choice
θk = 1 corresponds to choose uk+1 as the minimizer of h(·|uk)

1.2.3.1 MM quadratic algorithm
Assume that, for every v ∈ RN , there exists a positive definite symmetric matrix
A(v) ∈ RN×N such that the quadratic function

(∀u ∈ RN ) h(u|v) = f(v) + (u− v)T∇f(v) +
1

2
‖u− v‖2A(v) (1.25)

is a majorant function of f at v. The MM quadratic algorithm then reads:

u0 ∈ RN
For k = 0, 1, . . .⌊
θk ∈]0, 2[
uk+1 = uk − θkA(uk)−1∇f(uk).

(1.26)

The parameters (θk)k∈N act as stepsizes. For θk ≡ 1, we recover the basic MM
algorithm. An illustration of the role of the stepsize is illustrated in the scalar case in
Figure 1.5. The simple Algorithm (1.26), which can be viewed as a preconditioned
gradient algorithm, for the specific class of preconditioners (A(uk)−1)k∈N [39,
Sec.1.3], enjoys the following convergence properties:

THEOREM 1.12 Let f : RN → R be a differentiable function such that
lim‖u‖→+∞ f(u) = +∞. Assume that there exists (ν, ν) ∈]0,+∞[2 such
that (∀k ∈ N) νI � A(uk) � νI ,2) and (θ, θ) ∈]0,+∞[2 such that, (∀k ∈ N)
θ ≤ θk ≤ 2− θ. Then, the following statements hold:

1) As k → +∞,∇f(uk)→ 0 and f(uk)↘ f(ũ)3), where ũ is a critical point of
f .

2) If f is convex, any sequential cluster point of (uk)k∈N is a minimizer of f .
3) If f is strictly convex, then uk → û where û is the unique minimizer of f .

2) We use� to define the Loewner partial ordering on RN×N : For every (A,B) ∈ RN×N ×RN×N ,
A � B if and only if, for every u ∈ RN , u>Au ≤ u>Bu.

3) We use the shorter notation↘ to indicate monotonically decreasing convergence.
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EXAMPLE 1.13 Algorithm (1.26) has been applied to the problem of chromatogram
baseline correction and noise reduction in [40]. Chromatogram measurements y ∈
RN are modeled as y = u+ v +w with u ∈ RN the unknown signal of interest,
v ∈ RN an unknown smooth background also called baseline andw ∈ RN a noise
term. The goal is to retrieve u under some prior assumptions on u and v. In [40],
the authors proposed the following penalized cost function

(∀u ∈ RN ) f(u) =
1

2
‖H(y − u)‖2 +

M∑
i=0

λiφ(Diu), (1.27)

with H a suitable high-pass filter, and, for every i = 0, . . . ,M , Di the i-th order
difference operator, λi > 0 and φ a smooth even potential function. The minimiza-
tion of f is performed by Algorithm (1.26), leading to so-called Baseline Estimation
And Denoising with Sparsity (BEADS) method. An illustration of result obtained by
BEADS on real chromatogram data is displayed in Figure 1.6.

Figure 1.6 Baseline correction using BEADS. Baselines estimated in left and estimated
peaks (obtained by subtraction of estimated baseline from data) in right.

EXAMPLE 1.14 Let us consider the resolution of Problem (1.12) where

(∀u ∈ RN ) f(u) =
1

2
‖Hu− z‖2, (1.28)

H ∈ RM×N , z ∈ RM . According to Property 1.10(ii), for every v ∈ RN , a
separable majorant function of f at v is:

(∀u ∈ RN ) h(u|v) = f(v) +∇f(v)T(u− v) +
1

2

N∑
n=1

an(un − vn)2,

with, for every n ∈ {1, . . . , N},

an = [|H|T|H|1]n,

where |H| denotes a matrix with same size than H , whose entries are equal to the
absolute value of those of H . In that case, Algorithm (1.30) becomes equivalent
to the simultaneous algebraic reconstruction technique (SART) [41] for tomography
reconstruction:

u0 ∈ RN
For k = 0, 1, . . .⌊

For n = 1, 2, . . . , N⌊
un,k+1 = un,k − [HT(Huk−z)]n

an
.

(1.29)
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Note that the separable form of the quadratic majorant function in that case leads
to a fully parallelizable algorithm, in the sense that each component of u is updated
in a parallel manner. Generalizations of the SART method to the minimization of a
smoothed regularized least squares criterion can be found for instance in [42, 43].

Remark 1.1 In the context of large scale optimization, the exact inversion of the
majorant matrix involved at each iteration of Algorithm (1.26) can be computation-
ally intensive. In practice, one can instead solve approximately the associated linear
system using a linear solver, such as the conjugate gradient algorithm. A nice feature
of Algorithm (1.26) is that its convergence properties are not modified if we replace
the update by

For k = 0, 1, . . .⌊
θk ∈]0, 2[
uk+1 = uk − θkdk.

(1.30)

where dk results from Jk ≥ 1 iterations of a conjugate gradient algorithm (possibly
preconditioned) applied to the system A(uk)d = ∇f(uk) [44]. Surprisingly, the
best performance in practice for the modified Algorithm (1.30) are achieved for
small values of Jk (typically, Jk = 5).

Remark 1.2 Let us consider the minimization of a twice differentiable, strictly
convex function f : RN → R, by using the Newton algorithm:

For k = 0, 1, . . .⌊
uk+1 = uk − (∇2f(uk))−1∇f(uk).

(1.31)

The strict convexity of f is however not sufficient to guarantee the convergence
of Algorithm (1.31), nor to ensure the monotonicity of the sequence (f(uk))k∈N,
which makes the Newton method with unit stepsize inadequate for general use [10].
The convergence of the algorithm can actually be ensured, according to Theo-
rem 1.12, if, for every u ∈ RN , the following majorization holds:

f(u) ≤ f(v) + (u− v)T∇f(v) +
1

2
‖u− v‖2∇2f(v). (1.32)

However, this assumption is rarely satisfied in practice. Three practical strategies
to secure the convergence of Algorithm (1.31) are discussed in [14, Chap.6],[39,
Sec.1.4]: (i) the introduction of a backtracking linesearch ensuring that the Newton
step satisfies some sufficient decrease condition, (ii) the addition of a definite posi-
tive matrix, possibly varying along the iterations, to the Hessian matrix in order to
satisfy a majorizing condition similar to (1.32), or (iii) the combination of the pre-
vious technique with a trust region approach that check the majorization inequality
only within a neighborhood of the current iterate.
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1.2.3.2 Half-quadratic algorithms
Half-quadratic methods [26, 27, 28, 29, 30, 31, 32] can be interpreted as MM
quadratic algorithms for minimizing on RN the following class of functions:

(∀u ∈ RN ) f(u) =
1

2
‖Hu− z‖2 +

S∑
s=1

ψ(‖Lsu− cs‖) (1.33)

with H ∈ RM×N , z ∈ RM , ψ : R 7→ R, and (∀s ∈ {1, . . . , S}) Ls ∈ RN×Ps ,
cs ∈ RPs . Two particular choices for matrix A(·) are employed in this context,
depending on the assumptions on ψ.

The first strategy [30], relies on the assumption that ψ has a β-Lipschitzian gradi-
ent on R. Let us define

(∀v ∈ RN ) A(v) = HTH + µLTL, µ ≥ β, (1.34)

with L =
[
LT

1 | . . . |L
T
S

]T
∈ RP×N , P =

∑S
s=1 Ps. Then, according to Proper-

ty 1.3(i), (1.25) is a majorant function of (1.33).
The second strategy [29] assumes that ψ is differentiable on ]0,+∞[, ψ(

√
·) is

concave, (∀x ∈ [0,+∞[), ψ̇(x) ≥ 0, and limx→0
x>0

(
ω(x) = ψ̇(x)

x

)
∈ R. Then,

Property 1.7 implies that (1.25) is a majorant function of (1.33), if

(∀v ∈ RN ) A(v) = HTH +LT Diag
(

(ω(‖Lsv − cs‖)1)1≤s≤S

)
L.

(1.35)

The later approach leads to a better convergence rate in theory [26, 32], but its com-
putational cost may be higher. Indeed, in this case, the majorant matrix (1.35), as
well as its inverse, must be recomputed at each iteration, which can be prohibitive in
the context of large scale problems. Figure ?? illustrates on a simple scalar example
the two different approaches for half-quadratic majorant construction.

The term half-quadratic stems from the fact that the application of the MM
quadratic algorithm to the minimization of (1.33), with majorant matrix (1.34) or
(1.35) can be written as an alternating minimization algorithm:

For k = 0, 1, . . .
bk ∈ Argmin

b∈D
Φ(u, b)

ūk ∈ Argmin
u∈RN

Φ(u, b)

uk+1 = θkūk + (1− θk)uk, θk ∈]0, 2[,

(1.36)

where Φ : RN ×D → (R∪ {+∞})× (R∪ {+∞}) is such that for every b ∈ D,
u 7→ Φ(u, b) is a quadratic function.

1.2.3.3 Subspace acceleration strategy
In the context of large scale optimization, the minimization of a quadratic majorant
function at each iteration may become untractable. The main idea of subspace ac-
celeration is to restrict the minimization space to a subspace spanned by a small
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Figure 1.7 Half-quadratic majorant function. Function f(u) =
√

1 + u2 and quadratic
majorizing functions h(·|v) for different values of the tangency point v, built according to
the strategy (1.34) (left) and (1.35) (right). All the majorizing functions obtained from
(1.34) share the same curvature, corresponding to the maximum curvature of f (here,
obtained at u = 0). In contrast, the majorizing functions resulting from (1.35) are even
functions, with curvature depending on the tangency point v.

number of vectors, instead of minimizing the majorant over the whole space RN .
The general form of an MM subspace algorithm is thus

(∀k ∈ N) uk+1 ∈ Argmin
u∈span

{
d1
k,d

2
k,...,d

Mk
k

} h(u|uk),

where, for every k ∈ N, Mk ≥ 1. Equivalently, we obtain:

u0 ∈ RN
For k = 0, 1, . . . Choose Dk ∈ RN×Mk ,
sk ∈ Argmin

s∈RMk
h (uk +Dks|uk) ,

uk+1 = uk +Dksk,

(1.37)

where, for every k ∈ N, Dk =
[
d1k |d

2
k | . . . |d

Mk

k

]
∈ RN×Mk gathers some

search directions (see [45, Tab.1] for examples) and sk ∈ RMk is a multi-
dimensional stepsize allowing to optimally combined these directions. By adopting
a subspace spanned by a small number of directions, one can expect to reduce the
computational cost of the algorithm.

Assume that, for every v ∈ RN , there exists a strongly positive self-adjoint op-
erator A(v) such that the quadratic function (1.25) is a majorant function of f at
v. The MM subspace quadratic algorithm reads as follows, where † denotes the
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pseudo-inverse operation:

u0 ∈ RN
For k = 0, 1, . . . Choose Dk ∈ RMk ,

sk = −
(
DT
kA(uk)Dk

)† (
DT
k∇f(uk)

)
,

uk+1 = uk +Dksk.

(1.38)

A convergence result of Algorithm (1.38) similar to Theorem 1.12 has been es-
tablished in [45], under the assumption that, for every k ∈ N, the gradient direction
∇f(uk) belongs to the vector subspace spanned by the columns of Dk. This re-
sult has recently been extended to the case of non-convex functions [46], where the
convergence of the iterates of Algorithm (1.38) to a critical point of the objective
function is proved. Note that Algorithm (1.38) has recently been extended to the on-
line case when only a stochastic approximation of the criterion is employed at each
iteration [47].

The MM subspace algorithm shows very good performance in practice, when
compared with nonlinear conjugate gradient algorithms [48], low memory BFGS
strategy [49], and also with graph-cut based discrete optimization methods, as well
as proximal algorithms [45, 50, 51]. All the related works illustrate the fact that the
choice of the subspace has a major impact on the practical convergence speed of
Algorithm (1.38) (see, for instance [45, Section 5], [46, Section 5.1]). In particular,
it seems that the worse performance is obtained in the case of a gradient-like algo-
rithm, i.e., when, for every k ∈ N,Mk = 1 andDk = −∇f(uk). On the opposite,
when the search subspace is the full space, Algorithm (1.38) becomes equivalent to
the MM quadratic method mentioned in Section 1.2.3.1. This methods can converge
in a very small number of iterations, but each of them requires the inversion of an
N × N matrix, which may have a high computational cost. A good compromise
is obtained for the memory gradient subspace [52], spanned by the current gradient
and the previous direction, leading to the so-called MM Memory Gradient (3MG)
algorithm. These practical observations are confirmed by the theoretical analysis of
the rate of convergence of Algorithm (1.38) [53].

1.2.4
Variable metric forward-backward algorithm

Let us now focus on the minimization of f = f1 + f2 with f1 differentiable and f2
convex non necessarily differentiable (for instance, a regularization term enforcing
sparsity). Assume that, for every v ∈ RN , there exists a positive definite matrix
A(v) ∈ RN×N such that the quadratic function

(∀u ∈ RN ) h(u|v) = f1(v) +∇f1(v)>(u− v) +
1

2
‖u− v‖2A(v)
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is a majorant function of f1 at v. The variable metric forward-backward (VMFB)
algorithm [54, 55] reads

u0 ∈ RN
For k = 0, 1, . . .⌊
θk ∈]0, 2[,

uk+1 = prox
θ−1
k A(uk)
f2

(
uk − θkA(uk)−1∇f1(uk)

)
,

(1.39)

where the proximity operator has been defined in (1.15). Algorithm (1.39) can ac-
tually be viewed as a relaxed form of an MM algorithm. Let θk ≡ 1. According to
the definition of the proximity operator,

uk+1 = argmin
u∈RN

1

2
‖u− uk +A(uk)−1∇f1(uk)‖2A(uk)

+ f2(u)

= argmin
u∈RN

(u− uk)>∇f1(uk) +
1

2
‖u− uk‖2A(uk)

+ f2(u)

= argmin
u∈RN

h(u|uk) + f2(u),

which identifies with a MM algorithm to minimize f .
A convergence result similar to Theorem 1.12 can be stated for the VMFB algo-

rithm, under the assumption that f2 is convex, with non empty domain, and contin-
uous on its domain. An extension of the convergence properties of VMFB in the
context of non convex optimization can be found in [55].

Remark 1.3 Assume that f1 is β-Lipschitz differentiable. According to Proper-
ty1.3(i), a valid choice isA(uk) ≡ β−1I . In that case, VMFB algorithm becomes
equivalent to the forward-backward algorithm [56] given below

u0 ∈ RN
For k = 0, 1, . . .⌊
θk ∈]0, 2β−1[,
uk+1 = proxθk f2 (uk − θk∇f1(uk)) .

(1.40)

The iterative soft thresholding algorithm (ISTA) [57] is a special case of this algo-
rithm in the context of sparse signal restoration when f2 is a (possibly weighted) `1
norm.

Remark 1.4 There exist plenty of properties for the proximity operator, so that a
number of functions have a closed form expression for their prox [15]4). Moreover,
if f is a separable function, i.e.

(∀u ∈ RN ) f(u) =
N∑
n=1

fn(un), (1.41)

with (fn)1≤n≤N functions defined on R, then

prox
Diag{a}
f (u) =

(
proxa−1

n fn
(un)

)
1≤n≤N

. (1.42)

4) See also the web repository http://proximity-operator.net/.
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Note that the later property is the cornerstone of the so-called separable surrogate
functionals algorithm proposed in [42] in the context of sparse signal reconstruction,
which identifies with a VMFB algorithm with a diagonal metric.

When the form of the function and/or the metric is more involved, one must resort
to an iterative strategy in order to compute the proximity step. Attention must be
paid to this problem since the overall computation cost of the optimization method
becomes then strongly dependent on the efficiency of the subiterations implement-
ed for computing the proximity operator. A very efficient algorithm for performing
the inner loop is the dual forward-backward algorithm [58] (sometimes also known
as the dual ascent algorithm) which simply consists in applying the above forward-
backward algorithm to the dual of the proximal problem. Note that several recent
works [59, 60, 61, 62] have proposed block-alternating, parallel, or distributed ver-
sions of this method, in order to reduce its computational and memory cost in the
context of large scale optimization problems.

EXAMPLE 1.15 Assume that

(∀u ∈ RN ) f2(u) = ιC(u), (1.43)

where C is a closed non empty convex subset of RN . Then, Algorithm (1.39) be-
comes equivalent to the scaled projected gradient algorithm

u0 ∈ RN
For k = 0, 1, . . . θk ∈]0, 2[,
ũk = uk − θkA(uk)−1∇f1(uk),
uk+1 = argmin

v∈C
‖v − ũk‖A(uk).

(1.44)

The convergence of Algorithm (1.44) has been studied, for instance, in [63, 64]
under various assumptions on the metric matrices, and the stepsize values. Note that
the standard projected gradient [65] is recovered if the preconditioning matrices are
scaled versions of the identity matrix.

EXAMPLE 1.16 The recent work [66, 67] presents an application of the variable
metric forward-backward approach in the context of mass spectrometry (MS). MS is
a fundamental technology of analytical chemistry. In the context of protein analysis,
the MS spectra y ∈ RM can be written as y = Ku+w withK ∈ RM×N the MS
averagine dictionnary, u ∈ RN a sparse positive-valued signal to be estimated and
w a noise term. The dictionary size N is simply equal to N = MZ , with M the
grid size for the mass and Z the number of charges to be explored. The estimation
of u can be performed by minimizing f = f1 +f2 with f1 a smooth term favorizing
the sparsity of u and f2(u) = ιC(u) with

C =
{
u ∈ RN |‖Ku− y‖ ≤ ξ and u ≥ 0

}
(1.45)
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where ξ > 0 depends of the noise level. The authors in [66, 67] introduced the
so-called SPOQ ((Smoothed p-Over-q) penalty:

f1(u) = log

(`pp,α(u) + βp
)1/p

`q,η(u)

 , (1.46)

where β > 0, `p,α and `q,η are smoothed versions of `p and `q norms parametrized
by (α, η) ∈]0,+∞[2. SPOQ penalty consists of a non-convex Lipschitz-differentiable
surrogate for `p-over-`q quasi-norm/norm ratios, with the ability to enforce sparsity
property while preserving the signal scale. An accelerated version of Algorithm
(1.39), is then proposed to minimize efficiently the resulting non-convex non-smooth
objective function f , where the majorization condition is relaxed, using a trust-
region based strategy. Figure 1.8 illustrates the results obtained when using SPOQ
procedure to restore synthetic MS spectra.
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Figure 1.8 Original sparse signal (top), observed measurements (middle) and restored
signal (bottom) using SPOQ with p = 0.75 and q = 2, for a synthetic dataset with
M = 1000 and mono-charged profile, i.e. Z = 1.

1.2.5
Block-coordinate MM algorithms

1.2.5.1 General principle
As emphasized in Section 1.1, most of the objective functions encountered in the
context of source separation involve blocks of variables (very often, two blocks)
with different significance from the application standpoint, which makes the result-
ing optimization problems intrinsically adapted to block alternating minimization
methods. Such methods can also be very appealing in the context of large scale
problems when the whole variable cannot be stored entirely in the local memory of
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the machine, so that only update subsets of it can be loaded and updated at each
iteration of the algorithm. The aim of this section is to show how MM algorithms
can be combined with block alternating schemes.

For every v ∈ RN , for every j ∈ {1, . . . , J}, assume that there exists a majorant
function hj(·|v) : RNj → R, which majorizes the restriction of f to its j-th block
at v(j), i.e. hj(v(j)|v) = f(v) and,

(∀s ∈ RNj ) hj(s|v) ≤ f(v(1), . . . ,v(j−1), s,v(j+1), . . . ,v(J)).

Then, a block-coordinate MM algorithm for minimizing f reads:

u0 ∈ RN
For k = 0, 1, . . .

Select jk ∈ {1, . . . , J} ,
u
(jk)
k+1 = argmin

s∈RNjk
hj(s|uk),

u
(k)
k+1 = u

(jk)
k .

(1.47)

where k = {1, . . . , J} \ {jk}. When J = 1, one recovers the standard MM
algorithm (1.13). For J > 1, at each iteration k ∈ N, jk ∈ {1, . . . , J} can be
chosen according to:

• the cyclic rule:
(∀k ∈ N) jk − 1 = kmod (J),

• a quasi-cyclic rule:
There exists a constant K ≥ J such that, for every k ∈ N,

{1, . . . , J} ⊂ {jk, . . . , jk+K−1} ,

• a random rule:
For every k ∈ N, jk is a realization of a random variable, for example uniformly
distributed on {1, . . . , J}.

The convergence properties of the general scheme (1.47), also known as block suc-
cessive upper-bound minimization [12], have been studied in [68, 69] under vari-
ous assumptions on the function f , on the majorant function sequence, and on the
block selection rule. Discussions regarding the practical implementation of Algo-
rithm (1.47) can be found for instance in [70] in the context of image reconstruction
and in [11] in the context of machine learning.

1.2.5.2 Block-coordinate quadratic MM algorithm
Let us now describe a block-coordinate version of the quadratic MM algorithm (1.26).
For every v ∈ RN , for every j ∈ {1, . . . , J}, assume that there exists a symmetric
positive definite matrixAj(v) ∈ RNj×Nj such that the quadratic function

(∀s ∈ RNj )hj(s|v) = f(v) + (s− v(j))T∇jf(v) +
1

2
‖s− v(j)‖2Aj(v)
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is a majorant function at v(j) of the restriction of f to its j-th block. Then, the
block-coordinate MM quadratic algorithm reads:

u0 ∈ RN
For k = 0, 1, . . .

Select jk ∈ {1, . . . , J} ,
θk ∈]0, 2[,

u
(jk)
k+1 = u

(jk)
k − θkAjk(uk)−1∇jkf(uk),

u
(k)
k+1 = u

(jk)
k .

(1.48)

For J = 1, we recover Algorithm (1.26). For J > 1, the convergence proper-
ties of Algorithm (1.48), also known as coordinate-ascent paraboloidal surrogate
method [70], depend on the block selection rule. For example, in the case of a de-
terministic quasi-cyclic rule, a convergence result similar to Theorem 1.12 holds,
under the assumption that there exists (ν, ν) ∈]0,+∞[2 such that (∀k ∈ N)
νI � Ajk(uk) � νI .

EXAMPLE 1.17 Let us consider the problem of minimizing the following function:

(∀u ∈ RN ) f(u) =
1

2
‖Hu− z‖2 +

N∑
n=1

√
1 + u2n, (1.49)

withH ∈ RM×N and z ∈ RM . According to Property (1.7), for every v ∈ RN ,

(∀u ∈ RN ) f(u) ≤ f(v) +∇f(v)T(u− v) +
1

2
(u− v)TA(v)(u− v),

(1.50)

with

(∀v ∈ RN ) A(v) = HTH + Diag{(1 + v2n)1≤n≤N}−1/2. (1.51)

Consequently, for every v ∈ RN , a majorant approximation of the restriction of f
to the n-th component of u, i.e. u 7→ f([v1, . . . , vn−1, u, vn, . . . , vN ]T), is:

(∀u ∈ RN ) hn(un|v) = f(v) +∇nf(v)(un − vn) +
an(v)

2
(un − vn)2,

(1.52)

with

(∀v ∈ RN )(∀n ∈ {1, . . . , N}) an(v) = [HTH]n,n+(1+v2n)−1/2, (1.53)

and∇nf(v) the n-th component of∇f(u). We can deduce the following alternat-
ing algorithm for minimizing f , referred to as the coordinate ascent with parabola
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surrogate in [70]:

u0 ∈ RN
For k = 0, 1, . . .

Select n ∈ {1, . . . , N} ,
θk ∈]0, 2[,
un,k+1 = un,k − θkan(uk)−1∇nf(uk),
(∀n′ ∈ {1, . . . , N} \ {n}) un′,k+1 = un′,k.

(1.54)

1.2.5.3 Block-coordinate VMFB algorithm
The VMFB algorithm (1.39) can also be extended to a block alternating version of
it. Consider the minimization of f = f1 + f2 with f1 differentiable and f2 convex
non necessarily differentiable. Assume additionally that f2 is block-separable, i.e.

(
∀u = (u(j))1≤j≤J

)
f2(u) =

J∑
j=1

f2,j(u
(j)).

For every v ∈ RN , for every j ∈ {1, . . . , J}, assume that there exists a symmetric
positive definite matrixAj(v) ∈ RNj×Nj such that the quadratic function

(∀u(j) ∈ RNj )hj(u(j)|v) = f1(v)+(u(j)−v(j))T∇jf1(v)+
1

2
‖u(j)−v(j)‖2Aj(v)

is a majorant function at v(j) of the restriction of f1 to its j-th block. Then, the
block-coordinate VMFB (BC-VMFB) algorithm reads:

u0 ∈ RN
For k = 0, 1, . . .

Select jk ∈ {1, . . . , J} ,
θk ∈]0, 2[,

u
(jk)
k+1 = prox

θ−1
k Ajk

(uk)

f2,jk

(
u
(jk)
k − θkAjk(uk)−1∇jkf1(uk)

)
,

u
(k)
k+1 = u

(jk)
k .

(1.55)

Like its non alternating version, this algorithm can be understood as a relaxed MM
algorithm. Its convergence properties have been analyzed in the non convex case in
[71]. In the convex case, the convergence properties are the same as for the VMFB
algorithm, assuming that the update rule is quasi-cyclic.

EXAMPLE 1.18 Let us consider the minimization of

minimize
A∈RP×R,S∈RR×T

F (A,S) =
1

2
‖AS −X‖2F + ιA(A) + ιS(S), (1.56)

whereA = [amin, amax]P×R, with 0 < amin ≤ amax, and S = [smin, smax]R×T ,
with 0 < smin ≤ smax. In order to apply Algorithm (1.55), we need to define, for a



Christian Jutten, Leonardo Tomazeli Duarte, Saïd Moussaoui: Source Separation in Physical-Chemical Sensing —
Chap. 1 — 2023/12/12 — 16:04 — page 27

27

given (A′,S′) ∈ A × S , quadratic majorants of F (·,S′) (resp. F (A′, ·)). Since
matrices A′ ∈ A and S′ ∈ S have positive elements, we can derive the following
quadratic majorant functions (consequence of Lemma 1.10)

(∀A ∈ A) F (A,S′) ≤ F (A′,S′) + tr
(

(A−A′)∇1F (A′,S′)T
)

+
1

2
tr
(

((A−A′) �(A′(S′S′T))�A′)(A−A′)T
)
, (1.57)

(∀S ∈ S) F (A′,S) ≤ F (A′,S′) + tr
(

(S − S′)∇2F (A′,S′)T
)

+
1

2
tr
(

((S − S′) �(A′TA′S′)� S′)(S − S′)T
)
, (1.58)

where tr(·) denotes the trace operator, and � (resp. �) the component-wise product
(resp. division) between matrices of the same size. Then, the BC-VMFB algorithm,
using a cyclic rule, reads:

A0 ∈ A, S0 ∈ S
For k = 0, 1, . . .
Ãk = Ak − (Ak � (AkSkS

T
k )) �∇1F (Ak,Sk),

Ak+1 = PA
(
Ãk

)
= min

(
max

(
Ãk, amin

)
, amax

)
,

S̃k = Sk − (Sk � (AT
k+1Ak+1Sk)) �∇2F (Ak+1,Sk),

Sk+1 = PS
(
S̃k

)
= min

(
max

(
S̃k, smin

)
, smax

)
.

(1.59)

Let us formulate a few remarks about the above algorithm:

• The projections onto sets A and S are here computed in the standard Euclidean
metric. This is a direct consequence of the separability of the majorant functions,
and of the simple form of the constraint sets. More complex constraints on the
sought solution (e.g., sum-to-one, sparsity) can be included at the price of modi-
fying the underlying metric in the projection steps (see for example [72]).

• Algorithm (1.59) is reminiscent from the alternating minimization algorithm pro-
posed in [2] in the context of NMF with Euclidean distance, the main difference
being the strict positivity constraint on the components of the involved matrices,
introduced in the projection step. This constraint allows us to guarantee the con-
vergence of the iterates of the algorithm to a local minimizer of F , according to
the convergence theorem from [71].

• A cyclic rule has been used in Algorithm (1.59) for updating matrices A and S.
In fact, the convergence of the algorithm still holds when using a quasi-cyclic
rule i.e., when each block is updated at least once every K ≥ 0 iteration. A
particularly interesting strategy is to adopt an inner looping approach, where A
(resp. S) is updated several times before updating S (resp. A). Such a technique
has been applied for instance in [73, 74] in the context of blind deconvolution.
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1.3
Primal-dual methods

In this section, we present algorithms making use of primal-dual formulations for
dealing with the minimization of a composite cost function of the form

(∀u ∈ RN ) f(u) = f1(u) + f2(Cu) (1.60)

where f1 : RN → R ∪ {+∞}, f2 : RM → R ∪ {+∞}, and C ∈ RM×N .
Subsequently, functions f1 and f2 will be assumed to be convex so as to facilitate our
presentation. The presented algorithms can however be applied to the non convex
case, even if convergence guaranties become hazardous.

1.3.1
Lagrange duality

By introducing an auxiliary variable v, the minimization of f can be reformulated
as the minimization of a separable sum of functions subject to the linear constraint
v = Cu, that is

minimize
u∈RN ,v∈RM

f1(u) + f2(v) + ι{0}(Cu− v), (1.61)

with ι{0} is the indicator function of the singleton {0}. A well-known strategy in
optimization to address constrained problems is to resort to the Lagrange multiplier
method. This classical technique makes use of the Lagrange function defined as

(∀u ∈ RN )
(
∀(v,w) ∈ (RM )2

)
L(u,v,w) = f1(u)+f2(v)+wT(Cu−v),

(1.62)

where the parameter w is the so-called Lagrange multiplier vector. More precisely,
it can be shown that under some mild qualification conditions (for example, the
intersection of the interior of the domain of f2 and the image of the domain of f1
by C is nonempty), if (û, v̂, ŵ) is a saddle point of L, then û is a minimizer of f .
Recall that such a saddle point is defined as follows:

(∀u ∈ RN )
(
∀(v,w) ∈ (RM )2

)
L(û, v̂,w) ≤ L(û, v̂, ŵ) ≤ L(u,v, ŵ).

(1.63)

It is characterized by the Karush-Kuhn-Tucker (KKT) optimality conditions:
−CTŵ ∈ ∂f1(û)

ŵ ∈ ∂f2(v̂)
Cû = v̂.

(1.64)
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1.3.2
Alternating direction method of multipliers

1.3.2.1 Basic form
The saddle point property of the Lagrangian suggests to find a minimizer of the cost
function f by alternating between a minimization step with respect to the primal
variables u and v, and a maximization step with respect to the dual variable w.
However, in order to obtain good convergence properties of the resulting algorithm,
the Lagrange function must be modified as follows:

(∀u ∈ RN )
(
∀(v, z) ∈ (RM )2

)
L̃(u,v, z) = L(u,v, γz) +

γ

2
‖Cu− v‖2,

(1.65)

where, for convenience, we have performed a variable change for the Lagrange mul-
tiplier by settingw = γz with γ ∈]0,+∞[. Due to the additional quadratic term, L̃
is called an augmented Lagrangian. It can be noticed that L̃ is a majorant function of
L, which coincides with it when the constraint v = Cu is satisfied. The proposed
optimization algorithm then generates a sequence (uk,vk, zk)k≥1 as follows:

v0 ∈ RM , z0 ∈ RM
For k = 0, 1, . . .
uk+1 = argmin

u∈RN
L̃(u,vk, zk)

vk+1 = argmin
v∈RN

L̃(uk+1,v, zk)

zk+1 such that L̃(uk+1,vk+1, zk+1) ≥ L̃(uk+1,vk+1, zk).

(1.66)

If the last step is performed through a gradient ascent step with stepsize 1/γ, we
obtain the Alternating Direction Method of Multipliers (ADMM) [75, 76, 77, 78],
which reads

v0 ∈ RM , z0 ∈ RM
For k = 0, 1, . . .
uk+1 = argmin

u∈RN
1
2 ‖Cu− vk + zk‖2 + 1

γ f1(u)

sk = Cuk+1

vk+1 = prox f2
γ

(zk + sk)

zk+1 = zk + sk − vk+1.

(1.67)

The convergence of the sequence (uk)k∈N to a minimizer of the cost function f is
then secured provided thatC has full column rank, that isCTC is invertible. Note
that, by duality arguments, ADMM is strongly related to another famous algorithm
in convex optimization, the Douglas-Rachford algorithm [79, 80].
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1.3.2.2 Minimizing a sum of more than two functions
In practice, one may be interested in more involved cost functions of the form:

(∀u ∈ RN ) f(u) =
J∑
j=1

fj(Cju), (1.68)

where, for every j = 1, . . . , J , fj is a convex function from RMj to R∪{+∞}, and
Cj ∈ RMj×N . One might think of a direct extension of ADMM to this context by
introducing auxiliary variables vj = Cju, but one has to be very cautious in doing
so, since convergence guaranties may be lost [81]. A better approach may consist
in resorting to consensus-like techniques leading to parallel forms of ADMM [82].
Such an efficient algorithm is the Parallel ProXimal Algorithm (PPXA) which was
designed in [83]. An extended version of this algorithm (PPXA+) [84] is described
next:

(y0,j)1≤j≤J ∈ RN ,u0 = (
J∑
j=1

CT
jCj)

−1
J∑
j=1

CT
j y0,j

For k = 0, 1, . . .
vk,j = proxγfj (yk,j), j = 1, . . . , J

ck = (
J∑
j=1

CT
jCj)

−1
J∑
j=1

CT
j vk,j

yk+1,j = yk,j + λ
(
Cj(2ck − uk)− vk,j

)
, j = 1, . . . , J

uk+1 = uk + λ(ck − uk),

(1.69)

where γ ∈]0,+∞[ and λ ∈]0, 2[ are two parameters of the algorithm. The use of
this algorithm requires that

∑J
j=1C

T
jCj be invertible. One of the key additional

advantages of PPXA+ is that many operations can be performed in parallel on J
processors.

EXAMPLE 1.19 An illustration of the great performance of Algorithm (1.69) can be
found in [85], in the context of signal restoration from DOSY NMR measurements.
The applicative context for this modality is explained in detail in Section 1.4, but
we introduce it briefly here for the sake of clarity. We are giving measurements
y ∈ RM , related to the sought DOSY spectra u ∈ RN through the linear relation
y = Ku +w, with K ∈ RM×N the observation matrix associated to the DOSY
physical model, and w ∈ RM a noise vector. The authors propose to solve the
inverse problem of retrieving an estimate of u from y andK, by minimizing (1.68)
where J = 2,C1 = K, f1 = ιC with

C =
{
z ∈ RM |‖z − y‖ ≤ ξ

}
, (1.70)

ξ > 0, C2 = IN and f2 is an hybrid penalty combining an entropy term and an
`1 regularization [86]. The application of Algorithm (1.69) leads to the so-called
PALMA algorithm, standing for“Proximal Algorithm for L1 combined with MAxent
prior”. An example of result obtained by PALMA on the DOSY NMR analysis of
crude ethanolic plant extract obtained from brown algae is provided in Figure 1.9.
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Figure 1.9 Result of PALMA method on an NMR DOSY experiment performed on a
brown algae methanol/water extract.

1.3.3
Primal-dual proximal algorithms

It can be observed that the computation of uk+1 at the k-th iteration of ADMM
is generally non explicit. Even when J = 2, PPXA+ does not present this short-
coming, but it requires a matrix inversion for computing each variable ck. When
the involved matrices do not have a simple structure and they are of large-size, such
inversion has a high computational cost. A number of primal-dual proximal algo-
rithms have been proposed to circumvent this difficulty [87, 88, 89], which are ap-
plicable to possibly non smooth optimization problems. A simple way for deriving
one of the most popular primal-dual proximal algorithms consists in starting from
(1.67) and to replace the update of uk+1 by the following semi-implicit subgradient
step:

uk+1 = uk − τγ
(
CT(Cuk − vk + zk) +

1

γ
tk
)

(1.71)

where tk is a subgradient of f1 at uk+1 and τ is a positive stepsize. This is also
equivalent to

yk = γ(Cuk − vk + zk) (1.72)

uk+1 = proxτf1
(
uk − τCTyk

)
. (1.73)

Now reverting the order of the updates of vk and zk with respect to the original
form of ADMM and performing some algebra lead to

u0 ∈ RN ,y0 ∈ RM
For k = 0, 1, . . . uk+1 = proxτf1

(
uk − τCTyk

)
dk = yk + γC(2uk+1 − uk)

yk+1 = dk − γ prox f2
γ

(
dk
γ

)
.

(1.74)

The convergence of (uk)k∈N to a minimizer of f can then be shown if τγ|||C|||2 ≤
1, where we recall that ||| · ||| denotes the spectral norm. Let us emphasize that no
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matrix inversion is required in the previous algorithm. Various extensions of this
framework are possible. In particular, other forms of primal-dual proximal algo-
rithms can be obtained [89]. It is also possible to add in the original criterion a
Lipschitz-continuous term, which is addressed in the algorithm through its gradient
[90, 91, 92, 93]. Variants of this algorithm have been proposed so as to minimize
composite function of the form (1.68) [89]. Block-alternating implementations of
primal-dual proximal algorithms, along with their convergence properties, can be
found for instance in [94, 95].

EXAMPLE 1.20 The primal-dual proximal algorithm is applied in [96] to mass
spectrometry. Following a framework similar to the one of Example 1.16, the au-
thors consider now the `1 norm penalty function f1(u) =

∑N
n=1 |un|. The resulting

optimization problem is then convex non-differentiable, and thus Algorithm 1.74 is
particularly well suited. Example of results obtained for the analysis of a real MS
dataset measured on a Brucker Solarix 15 T, FT-ICR instrument with an ESI source,
is provided in Figure 1.10. The considered sample was constituted of 3 µM of the
peptide EVEALEKKVAALESKVQALEKKVEALEHG-NH2 (C140H240N38O45) in
its trimer form within 50 mM of NH4OAc, acquired in native conditions. Despite
the very large size of the problem, the processing time was of about 108 min on a
standard laptop.

Figure 1.10 Analysis of the real FT-ICR-MS spectrum of a peptide in trimer form: (top)
zoom on the acquired data; bottom) recovered spectrum for the charge z = 5, using
Algorithm 1.74 for a mass grid size of M = 8130981 and total charge number of Z = 5.

1.3.4
Primal-dual interior point algorithm

Let us consider the optimization problem

minimize
u∈C

f1(u), (1.75)
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Figure 1.11 Logarithmic barrier function b(u) = − log(u)− log(1− u) associated to the
constraint u ∈ [0, 1].

subject to the linear equality constraints

C = {u ∈ RN | Cu+ ρ ∈]0,+∞[N}, (1.76)

f1 is a convex twice differentiable function,C ∈ RM×N , and ρ = (ρm)1≤m≤M ∈
RM . The existence of a minimizer û will be subsequently assumed. Interior point
methods, introduced in [97], solve the constrained optimization problem (1.75) by
introducing a sequence of unconstrained optimization subproblems:

(∀k ∈ N) minimize
u∈RN

fµk(u) = f1(u) + µk b(u) (1.77)

for positive barrier parameter values (µk)k∈N decaying to 0. The auxiliary function
b, called barrier function, penalizes the closeness to the constraint boundaries and
maintains the iterates inside the strict interior of the constrained domain. The most
widely used auxiliary function is the logarithmic barrier

(∀u ∈ RN ) b(u) = f2(Cu), (1.78)

where(
∀v = (vm)1≤m≤M ∈ RM

)
f2(v) =

−
M∑
m=1

log(vm + ρm) if v ∈]0,+∞[M

+∞ otherwise.

(1.79)

For every µ ∈]0,+∞[, this choice makes the penalized criterion fµ unbounded
at the boundary of the feasible region so that its minimizers ûµ fulfill strictly the
constraints. An example is presented in Figure ??.

Although various classical interior-point methods can be envisaged to solve Prob-
lem (1.77), a primal-dual approach can be followed by reformulating the problem
under the form (1.61). The resulting primal-dual interior-point methods simulta-
neously estimate the primal variables u and the dual Lagrange multiplier vector
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λ = −w associated with the constraints [98]. The joint estimation of primal and
dual variables is performed through KKT optimality conditions (1.64):

∇f1(ûµ)−CTλ̂µ = 0

Λ̂µ(Cûµ + ρ) = µ
Cûµ + ρ > 0.

(1.80)

where Λ̂µ = Diag{λ̂µ} and µ = µ[1, . . . , 1]T ∈]0,+∞[M .
Numerically, a sequence of optimization problems is solved for a sequence of pe-

nalization (also called perturbation) parameters (µk)k∈N converging to 0. At each
iteration k ∈ N of the algorithm, a pair of primal-dual variables (uk+1,λk+1) is
firstly computed from an approximate solution to (1.80) through a Newton algo-
rithm step on the equality conditions, in association with a linesearch strategy on a
merit function incorporating some barrier terms, allowing to ensure the inequality
condition [9, Chap.11]. The update strategy is then given by

(uk+1,λk+1) = (uk − αkck,λk − αkdk), (1.81)

where αk is the stepsize and (ck,dk) are the primal and dual Newton directions.
Finally, the perturbation parameter µk+1 is updated in order to ensure the algorithm
convergence. Based on the iterative scheme (1.81), several primal-dual interior point
methods have been proposed in the literature, each of them calling for its own strat-
egy for the computation of the primal-dual directions, the derivation of a suitable
stepsize, and the update of the perturbation parameter (see [98, 99] for a review).
We focus here on the iterative scheme introduced in [100, 101]. Note that the algo-
rithm described above is reminiscent from the one from [102], with the introduction
of novel tools based on the MM principle aiming at accelerating the practical con-
vergence, as well as reducing the computational cost per iteration.

1.3.4.1 Primal-dual directions
The Newton directions (ck,dk) are obtained by solving the linear system[
∇2f1(uk) −CT

ΛkC Diag{Cuk + ρ}

] [
ck
dk

]
= r(uk,λk, µk), (1.82)

where Λk = Diag{λk} and r(u,λ, µ) is the primal-dual residual defined as

r(u,λ, µ) =

(
rprim(u,λ)
rdual(u,λ, µ)

)
=

(
∇f1(u)−CTλ
Λ(Cu+ ρ)− µ

)
. (1.83)

As pointed out in [103, 104], the primal-dual matrix in the left side of (1.82) suffers
from ill-conditioning as soon as some [Cuk + ρ]m or some λm gets closer to
zero. Moreover, this matrix is not guaranteed to be symmetric nor definite positive
[99, 105], so that the linear system (1.82) is difficult to solve. Therefore, rather than
solving directly (1.82), variable substitution is used [102, 106]. From the second
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equation of (1.82), one calculates the dual direction according to

dk = Diag{Cuk + ρ}−1
(
Λk(Cuk + ρ)− µk −ΛkCck

)
= λk −Diag{Cuk + ρ}−1

(
µk + ΛkCck

)
. (1.84)

Then, the primal direction is obtained by solving the linear system

Hkck = gk (1.85)

with

Hk = ∇2f1(uk) +CT Diag{Cuk + ρ}−1ΛkC (1.86)

gk = ∇f1(uk)−CT Diag{Cuk + ρ}−1µk. (1.87)

The computation cost of the primal-dual interior point algorithm is almost exclu-
sively due to the resolution of the primal system (1.85). It is shown in [107] that
an approximate solution of this system is sufficient to ensure the convergence of
the method. Several solutions exist to calculate such approximation (see [108] and
references therein). For instance, [100] proposes to perform an approximate solu-
tion using a preconditioned bi-conjugate gradient algorithm based on an incomplete
LU factorization of matrix Hk. Moreover, [101] emphasizes that, when Hk has a
block-diagonal matrix, the resolution of (1.85) reduces to the resolution of a family
of linear systems of small-size and such structure is well suited for parallel comput-
ing as the blocks can be processed independently. WhenHk is not easily invertible,
a separable quadratic majorization of it can be employed, and an MM algorithm
can be applied to solve (1.85). More precisely, let us remark that solving (1.85) is
equivalent to the resolution of a quadratic minimization problem of the form

minimize
c∈RM

1

2
cTHkc− gTkc. (1.88)

Let Bk be a symmetric positive definite matrix such that Hk � Bk, and whose
inverse is simple to compute (for instance, when Bk is a block diagonal matrix).
Then, the solution of (1.88) is computed thanks to the following iterations:

ck,0 = 0,
For j = 0, 1, . . .⌊
ck,j+1 = ck,j −B−1k (Hkck,j − gk) ,

(1.89)

until the fulfillment of the following stopping criterion on the primal residual:
‖Hkdk,j − gk‖ 6 µk‖gk‖ where µk is the barrier parameter. The benefit of this
method has been illustrated in [109] through an example of spectral unmixing. Note
that this MM-like approach is not only faster, it is also better suited for parallel
implementation [110].
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1.3.4.2 Linesearch
At the k-th iteration, the stepsize value αk must be chosen so as to ensure the con-
vergence of the algorithm and the fulfillment of the inequalities of the pertubed
KKT system (1.80). The convergence study of the primal-dual algorithm present-
ed in [102] requests that αk ensures a sufficient decrease of the primal-dual merit
function Ψµk , defined, for every u ∈ RN and λ ∈ RM , as

Ψµk(u,λ) = fµk(u) + λT(Cu+ ρ)− µk
M∑
m=1

log(λm[Cu+ ρ]m), (1.90)

= L(u,Cu,−λ)− µk
M∑
m=1

log λm. (1.91)

The sufficient decrease is assessed using the Armijo condition,

ψµk(αk)− ψµk(0) 6 σ αk∇ψµk(0) with σ ∈]0, 1/2[, (1.92)

where, for every α ∈ [0,+∞[, ψµk(α) , Ψµk(uk − αck,λk − αdk). One can
note that (1.91) contains two logarithmic barrier functions enforcing the fulfillment
of the KKT inequalities, the positivity of the Lagrange multipliers (λm)1≤m≤M
being a straightforward consequence of (1.80). The presence of the barrier function
may cause the inefficiency of general purpose backtracking line search methods for
finding a stepsize satisfying (1.92) and, thus, the slowdown of the algorithm conver-
gence. Several strategies have been proposed to override this issue [111, 112, 113].
In particular, the majorization-minimization strategy from [112], relying on the con-
struction of a majorizing function made of a quadratic term and a logarithmic barrier
term, was shown to lead to good practical performance through numerical applica-
tions to 2D nuclear magnetic resonance signal reconstruction under positivity con-
straints [114], and to sparse signal deconvolution [113].

1.3.4.3 Perturbation parameter update
The convergence analysis of interior point methods requires that the sequence
(µk)k∈N tends to 0 as k tends to infinity. An efficient update strategy for the choice
of the barrier parameter is the µ-criticity rule introduced in [115]:

(∀k ∈ N) µk = θ
δk
M
, (1.93)

where δk = (Cuk + ρ)Tλk is the duality gap and θ ∈]0, 1[. The barrier param-
eter is updated as soon as the primal and dual directions fulfill the inner stopping
rule ([106, 116]):

‖rprim(uk,λk)‖∞ 6 ηprimµk and
δk
M
6 ηdualµk, (1.94)

with ηprim > 0 and ηdual ∈]1, 1/θ[.
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1.3.4.4 Resulting algorithm
The main steps of the proposed optimization method are summarized below:

u0 ∈ RN s.t. Cu0 + ρ ∈]0,+∞[M , λ0 ∈]0,+∞[M , µ0 ∈]0,+∞[.
For k = 0, 1, . . .

If (1.94) holds
b Update µk according to (1.93)
Calculate ck by solving (approximately) (1.85)
Deduce dk from (1.84)
Find αk > 0 satisfying (1.92)
Update (uk+1,λk+1) according to (1.81).

(1.95)

The convergence properties of Algorithm (1.95) have been studied in [102, 107,
101], under the assumption that the linear constraint set is nonempty and bounded.
In particular, it is shown that if f1 is strictly convex, then the sequence (uk)k∈N
converges to the unique solution of (1.75).
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Figure 1.12 Estimated T1-T2 NMR distributions from real data (apple) using
Algorithm (1.95).

EXAMPLE 1.21 The primal-dual interior point algorithm (1.95) has been applied
to two dimensional nuclear magnetic resonance in [114]. Classical NMR exper-
iments analyze the spin relaxation process independently, either in terms of lon-
gitudinal or transverse relaxation, leading to the so-called T1 and T2 relaxation
spectra. Joint measurements with respect to both relaxation parameters allow to
build two-dimensional distribution which is of high interest for chemical structure
determination [117]. Experimental data consist of a series of discrete noisy sam-
ples Y ∈ Rm1×m2 such that Y = K1UK

>
2 +W withU ∈ RN1×N2 the sought

distribution,K1,K2 matrices associated to the acquisition model, andW a noise
term. T1-T2 NMR reconstruction aims at estimating U given Y , K1, K2. This
problem can be solved by minimizing a penalized least-squares term:

f1(U) =
1

2
‖K1UK

>
2 − Y ‖2F + λ‖U‖2F (1.96)
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with λ > 0, subject to the positivity constraint U ≥ 0. Figure 1.12 presents
numerical results of 2D spectra obtained from the analysis of an apple matter sample
(m1 = 50, m2 = 10000, N1 = 300, N2 = 300), using Algorithm (1.95) [114].

1.4
Illustration in the context of DOSY NMR signal restoration

This section illustrates the applicability of the presented optimization tools for signal
restoration in nuclear magnetic resonance (NMR). The measurement of diffusion by
NMR is used in various application fields (agroalimentary sector, pharmaceutical
industry, ecology) to analyze the properties of complex chemical mixtures in order
to determine their molecular structure and dynamics [85, 117, 118]. After the im-
mersion of the matter in a strong magnetic field, all the nuclear spins align to an
equilibrium state along the field orientation. The application of a short magnetic
pulse, i.e. the pulsed field gradient, in resonance with the spin motion disturbs the
spin orientation. NMR aims at analyzing the process which corresponds to the re-
establishment of the spin into its equilibrium state. During the DOSY (Diffusion
Order SpectroscopY) experiment [119], a series of measurements is acquired for
different pulsed field gradient strengths. The data are then analyzed with the aim to
separate different species according to their diffusion coefficient.

The DOSY NMR data y = (y(m))1≤m≤M ∈ RM gathers the results of M exper-
iments characterized by a vector t = (t(m))1≤m≤M ∈ RM related to the pulsed
field gradient strength and to the acquisition time. The relation between y and t can
be expressed as the following Laplace transform:

(∀m ∈ {1, . . . ,M}) y(m) =

∫
χ(T ) exp(−t(m)T )dT, (1.97)

where χ(T ) is the unknown diffusion distribution. The problem is then to recon-
struct χ(T ) on the sampled grid T = (T (n))1≤n≤N , from the measurements y.
After discretization and appropriate normalization, the observation model reads

y = Ku+w, (1.98)

whereK ∈ RM×N is given by

(∀m ∈ {1, . . . ,M})(∀n ∈ {1, . . . , N}) K(m,n) = exp(−T (n)t(m)),

(1.99)

u ∈ RN is the sought signal related to
(
χ(T (n))

)
1≤n≤N

(up to a scaling factor

depending on the discretization grid), andw ∈ RM is a perturbation noise.
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Figure 1.13 Original signal u (left) and noisy acquired measure y (right).

We propose here to find an estimate û ∈ RN of u by solving the following
minimization problem, requiring the knowledge ofK and y:

minimize
u∈RN

1

2
‖Ku− y‖2 + βg(u) (1.100)

where g ∈ Γ0(RN ) denotes a regularization term and β > 0 is a regularization
parameter. Note that, in practice, a very large number of DOSY NMR acquisitions
(typically, 104) are conduced for various settings of the pulsed gradient field, so that
Problem (1.100) must be solved many times, which motivates the search for a fast
minimization algorithm [85]. In the following, we present optimization solutions,
for various choices of function g, in the line of the work published in [86]. For
illustration purpose, we will consider a test example with u of sizeN = 256, and y
of size M = 50, both represented in Figure 1.13. The noise w is a realization of a
zero-mean white Gaussian noise, with standard deviation equals to 10−2y0 ≈ 0.34.
The grid T = (T (n))1≤n≤N is sampled following a logarithmic rule, within the
interval [Tmin, Tmax] = [1, 103] µm2 s−1, while t = (t(m))1≤m≤M is regularly
sampled on [tmin, tmax] = [0, 1.5] seconds. The quality of the results obtained by
the different tested restoration approaches will be assessed quantitatively by means
of the normalized mean square error (NMSE):

NMSE =
‖u− û‖2

‖u‖2
, (1.101)

with û the result of each method.

1.4.1
Quadratic penalization

Let us start with the following regularization term serving to promote the reconstruc-
tion of smooth signals:

(∀u ∈ RN ) g(u) =
1

2
‖Du‖2 (1.102)

whereD ∈ RN×N is the discrete gradient operator such that,

(∀n ∈ {1, . . . , N}) [Du](n) = u(n) − u(n−1) (1.103)
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Figure 1.14 Restored signal (1.104) for β = 1, NMSE = 0.29.

with the circular convention u(0) = u(N). In this case, the cost function involved
in Problem (1.100) is convex and quadratic. Assuming that K>K + βD>D is
invertible, the solution to Problem (1.100) is unique and reads:

û =
(
K>K + βD>D

)−1
K>y. (1.104)

An example of such restored signal is displayed in Figure 1.14.
Now, assume that we want to impose some value range constraints on the sought

signal. Then a possible regularization function is:

(∀u ∈ RN ) g(u) =
1

2
‖Du‖2 + ι[umin,umax]N (u) (1.105)

with 0 ≤ umin < umax the minimum and maximum values of the original signal
(u(n))1≤n≤N . The quadratic function u 7→ 1/2‖Ku − y‖2 + β/2‖Du‖2 is
Lipschitz differentiable, with constant |||K>K + βD>D|||. Problem (1.100) can
thus be solved using the projected gradient algorithm introduced in Example 1.15,
which reads in this case:

u0 ∈ RN
For k = 0, 1, . . . αk ∈]0, 2/(|||K>K + βD>D|||)[,
ũk = uk − αk

(
K>(Kuk − y) + βD>Duk

)
,

uk+1 = P[umin,umax]N (ũk) = min (max (ũk, umin) , umax) ,

(1.106)

where the min and max operations are performed componentwise. An example of
solution obtained using the above algorithm is displayed in Figure 1.15.

1.4.2
Sparsity prior in the signal domain

Another strategy for regularization is to enforce the sparsity of the sought signal, in
addition to the positivity constraint. In that respect, one can use

(∀u = (un)1≤n≤N ∈ RN ) g(u) = ‖u‖1 + ι[0,+∞[N (u). (1.107)
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Figure 1.15 Restored signal using Algorithm (1.106) for β = 0.0625, NMSE = 0.14.

Figure 1.16 Restored signal using Algorithm (1.108) for β = 1, NMSE = 0.11.

Function g is convex, but it is not differentiable. Function u 7→ 1/2‖Ku− y‖2 is
Lipschitz differentiable with constant |||K|||2. Problem (1.100) can be solved using
the forward-backward algorithm presented in Remark 1.3:

u0 ∈ RN
For k = 0, 1, . . . αk ∈]0, 2/|||K|||2[,

ũk = uk − θkK>(Kuk − y),
uk+1 = proxαkβ(‖·‖1+ι[0,+∞[N

(ũk) = max (|ũk| − αkβ, 0) .

(1.108)

The convergence rate of the above method can be improved, using a variable met-
ric approach ([55], Section 1.2.4) or a Nesterov-based scheme (see for instance,
[120]). An example of solution obtained using Algorithm (1.108) is displayed in
Figure 1.16.

1.4.3
Sparsity prior in a transformed domain

It can finally be useful to impose the sparsity of the signal in a transformed do-
main, in order to impose some regularity properties. For instance, it can be assumed
that Wu is sparse, where W is a (possibly overcomplete) wavelet analysis opera-
tor [121]. In this case, we may use

(∀u ∈ RN ) g(u) = ‖Wu‖1. (1.109)

Because of the presence of matrix W , the proximal step in the forward-backward
algorithm is not explicit anymore. In such context, an efficient strategy is to resort
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Figure 1.17 Restored signal using Algorithm (1.110) for β = 27, NMSE = 0.39.

to a primal-dual optimization approach as described in Section 1.3. For instance, the
primal-dual proximal algorithm (1.74) [89] would read in this case:

u0 ∈ RN ,v0 ∈ RM
(τ, γ) such that τγ|||W |||2 ≤ 1
For k = 0, 1, . . .

uk+1 = proxτ/2‖K·−y‖2
(
uk − τW Tvk

)
= (I + τK>K)−1(uk − τW Tvk + τK>y)

dk = vk + γW (2uk+1 − uk)

vk+1 = dk − γ proxβγ−1‖·‖1

(
dk
γ

)
= dk − γsign(dk) � max

(
|dkγ | − βγ

−1, 0
)
.

(1.110)

An example of solution obtained using Algorithm (1.110), whereW represents the
Symlet orthonormal wavelet analysis operator, with level 3, is displayed in Fig-
ure 1.17.

1.4.4
Sparsity prior and range constraints

Let us end this section by focusing on the case when the regularization term in-
cludes both sparsity constraints (possibly in a transformed domain), and value range
constraints on the sought signal. The problem then becomes:

minimize
u∈RN

1

2
‖Ku− y‖2 + β‖Wu‖1 + ι[umin,umax]N (u). (1.111)

The cost function reads as the sum of three terms, namely a quadratic term, and two
non-differentiable terms. An efficient solution to Problem (1.111) can be obtained
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Figure 1.18 Restored signal using Algorithm (1.112) for β = 20, NMSE = 0.15.

by using the PPXA+ algorithm (1.69) [84], which reads in this case:

(z0,j)1≤j≤3 ∈ RN
γ ∈]0,+∞[, λ ∈]0, 2[

u0 = (I +K>K +W>W )−1
(
K>z0,1 +W>z0,2 + z0,3

)
For k = 0, 1, . . .

vk,1 = prox γ
2 ‖·−y‖2

(zk,1) = y + (zk,1 − y)/(γ + 1)

vk,2 = proxγβ‖·‖1(zk,2) = sign(zk,2) � max (|zk,2| − βγ, 0) .

vk,3 = P[umin,umax]N (zk,3) = min (max (zk,3, umin) , umax)

ck = (I +K>K +W>W )−1
(
K>vk,1 +W>vk,2 + vk,3

)
zk+1,1 = zk,1 + λ

(
K(2ck − uk)− vk,1

)
zk+1,2 = zk,2 + λ

(
W (2ck − uk)− vk,2

)
zk+1,3 = zk,3 + λ

(
2ck − uk − vk,3

)
uk+1 = uk + λ(ck − uk).

(1.112)

An example of solution obtained using Algorithm (1.112) is displayed in Fig-
ure 1.18.

1.4.5
Concluding remarks

We have illustrated the applicability of the introduced optimization methods, in the
context of the restoration of a signal from NMR DOSY measurements. For various
choices of the regularization function, we have provided a possible minimization
scheme. It is worth noting that there is rarely a single technique available for the
resolution of an optimization problem. For a given application, it is always recom-
mended to test and compare different strategies, as we did in the presented example,
in order to reach the best possible tradeoff in terms of computational complexity and
convergence rate.
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1.5
Conclusion

Table 1.2 presents a comprehensive list of the algorithms that have been presented
in this chapter and the types of problem they can address. Available acceleration
strategies to improve their computational efficiency are also mentioned. Since op-
timization constitutes a very rich and continuously evolving scientific area, it was
not possible to provide an exhaustive description of all the existing methods and
their various, sometimes empirical, extensions. We think however that the presented
approaches provide a good basis for sound applicative developments grounded on
strong theoretical foundations.

Algorithm name Cost function Particular cases Acceleration techniques

Generic MM al-
gorithm (1.13)

Any proper lower-
semicontinuous function

Expectation-
minimization, IRL1,
IRLS, Richardson-Lucy,
DC programming.

Linesearch strategy [122],
block-coordinate ap-
proach [12], fixed-point
schemes [123].

Quadratic MM
algorithm (1.26)

Lipschitz differentiable
function.

Gradient descent, SART,
half-quadratic (in the
smooth case), modified
Newton.

Inexact version (1.30),
subspace strategy (1.37),
block coordinate ap-
proach (1.54).

Variable met-
ric forward-
backward
algorithm (1.39)

Sum of a Lipschitz differ-
entiable and of a convex
non differentiable func-
tion.

Forward-backward, ISTA,
(scaled) projected gradi-
ent, proximal point.

Inexact version [55],
block-coordinate ap-
proach (1.55).

Primal-dual
proximal algo-
rithms [89]

Sum of convex functions
composed with linear op-
erators

ADMM (1.67),
PPXA+ (1.69), primal-
dual algorithm (1.74).

Preconditioning [124],
block-coordinate ap-
proach [125], distributed
strategy [95].

Primal-dual inte-
rior point algo-
rithm (1.95)

Twice differentiable func-
tion subject to linear con-
straints

Inexact MM resolu-
tion (1.89), linesearch
strategy [112].

Table 1.2 Summary of the algorithms presented in this chapter.
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